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CONVERGENCE TO INFINITELY DIVISIBLE DISTRIBUTIONS WITH FINITE

VARIANCE FOR SOME WEAKLY DEPENDENT SEQUENCES

Jerome Dedecker1 and Sana Louhichi2

Abstract. We continue the investigation started in a previous paper, on weak convergence to infinitely

divisible distributions with finite variance. In the present paper, we study this problem for some

weakly dependent random variables, including in particular associated sequences. We obtain minimal

conditions expressed in terms of individual random variables. As in the iid case, we describe the

convergence to the Gaussian and the purely non-Gaussian parts of the infinitely divisible limit. We also

discuss the rate of Poisson convergence and emphasize the special case of Bernoulli random variables.

The proofs are mainly based on Lindeberg’s method.

Résumé. Nous poursuivons notre étude, commencée dans un article antérieur, sur la convergence

faible vers les lois infiniment divisibles de variance finie. Dans cet article, nous étudions ce problème

pour une classe de variables aléatoires faiblement dépendantes, qui contient en particulier les variables

associées. Nous obtenons des conditions minimales qui s’écrivent en fonction des variables individuelles.

Comme dans le cas iid, nous étudions la convergence vers les parties gaussiennes et purement non

gausiennes de la loi limite. Nous donnons aussi des vitesses de convergence vers la loi de Poisson, et

nous appliquons ces résultats aux variables de Bernoulli. Pour démontrer ces résultats, nous appliquons

à plusieurs reprises la méthode de Lindeberg.
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Introduction

Infinitely divisible distributions play a fundamental role in the area of limit theorems of probability theory.
This role is described by the following result due to Khintchine: let (Xj,n)1≤j≤n be a triangular array of
i.i.d. random variables such that X0,n converges in probability to zero as n tends to infinity. Then the set of
distribution that are limits (in the sense of weak convergence) of the distribution of

∑n
j=1 Xj,n coincides with

the set of all infinitely divisible distribution (see for instance [25]).
A probability measure µ on IR is infinitely divisible if, for any positive integer n, there is a probability measure

µn on IR such that µ = µn
n, where νn denotes the n-fold convolution of the probability measure ν with itself.

Keywords and phrases: infinitely divisible distributions, Lévy processes, weak dependence, association, binary random variables,

number of exceedances.
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Since 1930, we know that the the characteristic function µ̂ of any infinitely divisible distribution µ is given by
the formula

µ̂(z) = exp
(
−1

2
σ2z2 + iγz +

∫
(eizx − 1− izx1I{|x|≤1}(x))ν(dx)

)
, for any z ∈ IR, (0.1)

where σ, γ are real numbers and ν is a positive measure on IR such that

ν({0}) = 0 and
∫

(x2 ∧ 1)ν(dx) < +∞.

This representation of µ̂ by the triplet (σ2, ν, γ) is unique. The formula (0.1) is known as the Lévy-Khintchine
representation and (σ2, ν, γ) as the generating triplet of µ. The quantities σ2 and ν are called, respectively, the
Gaussian variance and the Lévy measure of µ.

If
∫
|x|≥1

x2ν(dx) is finite, then so is
∫

x2µ(dx). If moreover
∫

xµ(dx) = 0, then we have the representation
by the couple (σ2, ν)

µ̂(z) = exp
(
−1

2
σ2z2 +

∫
(eizx − 1− izx)ν(dx)

)
, for any z ∈ IR, (0.2)

which is equivalent to

µ̂(z) = exp
(∫

(eizx − 1− izx)
1
x2

dF (x)
)
, for any z ∈ IR, (0.3)

where F is the distribution function of some finite measure (i.e. F is bounded, nondecreasing, F (−∞) = 0
and F (∞) is finite). The distribution function F is called Kolmogorov’s spectral function. Let µ1

F denotes the
probability measure with characteristic function given by (0.3) and define for any positive real t the probability
µt

F = µ1
tF . The distribution µt

F has mean zero and variance tF (∞) and satisfies the equation µt
F ∗ µs

F = µt+s
F .

The connection between F and the generating couple (σ2, ν) is given by

F (x) =
∫ x

−∞
t2ν(dt) + σ21I[0,+∞[(x)

Clearly F (∞) =
∫

t2ν(dt) + σ2 =
∫

x2µ(dx). The Gaussian variance σ2 is related to F via the relation

lim
ε→0

(F (ε)− F (−ε)) = σ2.

Hence the continuity of F at zero ensures that σ2 = 0. In such a case µ is called purely non-Gaussian. Examples
of centered infinitely divisible distributions µ with finite second moment are then given by the function F or
equivalently by the generating couple (σ2, ν). The Gaussian measure is obtained when the Lévy measure ν

is zero i.e. when F = σ21I[0,+∞[. The infinitely divisible distribution µ is Poisson if σ2 = 0, and ν = λδ1 or
equivalently when F = λ1I[1,+∞[. More generally, the Coumpound Poisson measure is obtained when σ2 = 0
and ν = λρ, where ρ is a probability measure on IR such that ρ({0}) = 0. In that case F (x) = λ

∫ x

∞ t2ρ(dt).
Other examples of infinitely divisible distributions on IR can be found in [28].

Let (Xj,n)1≤j≤n be a triangular array of stationary centered random variables such that E(X2
0,n) converges

to zero as n tends to infinity. Suppose that for each n, (Xi,n)1≤i≤n are i.i.d. From Theorem 2 of Chapter 4
in [12], we know that Sn(t) = X1,n+ · · ·+X[nt],n converges in distribution to µt

F if and only if, for any continuity
point x of F ,

lim
n→∞

nE(X2
0,n1IX0,n≤x) = F (x).

In this paper, our aim is to extend the result of Gnedenko and Kolmogorov to certain dependent sequences.
When it is relevant, we also study the convergence of the Donsker line {Sn(t), t ∈ [0, 1]} to a Lévy process in



TITLE WILL BE SET BY THE PUBLISHER 3

the space of cadlag functions equipped with Skorohod’s distance. A stochastic process {Xt, t ≥ 0} on IR is a
Lévy process if the following conditions are satisfied.

(1) For any choice of n ≥ 1 and 0 ≤ t0 < t1 < . . . < tn, the random variables Xt0 , Xt1 −Xt0 , Xt2 −Xt1 ,
. . ., Xtn

−Xtn−1 are independent.
(2) X0 = 0 a.s.
(3) The distribution of Xt+s −Xs does not depend on s.
(4) It is stochastically continuous.
(5) Almost surely, Xt(ω) is right-continuous in t ≥ 0 and has left limits in t > 0.

The only Lévy process with almost sure continuous paths is the Brownian motion while the only Lévy process
with almost sure count paths is the Poisson process (a count path is a nondecreasing cadlag function which
takes integers as values and has jumps of exactly 1 at its point of discontinuity).

Our paper is organized as follows. In Section 1 we study the problem of convergence to infinitely divisible
distributions for sequences having an independent asymptotic representation (cf. Condition (1.1)). Under this
condition convergence in distribution to µF is equivalent to

lim
p→∞

lim sup
n→+∞

∣∣pE (
S2

n(1/p)1ISn(1/p)≤x

)− F (x)
∣∣ = 0

(cf. Theorem 1, Section 2). To prove this result we adapt Lindeberg’s method with increasing blocks in place
of individual variables. The main idea is to split Sn(1) into p blocks distributed as Sn(1/p) and to replace them
step by step by blocks of i.i.d variables with law µ

1/n
F .

Once the convergence of Sn(1) to µF is guaranteed, it remains to describe the sequences constructed from
the original one, that approximate the Gaussian and the purely non-Gaussian parts of the infinitely divisible
law µF . For this, we consider the truncated random variables

Xi,n(η) = fη(Xi,n)− E(fη(Xi,n)) and X
(η)
i,n = f (η)(Xi,n)− IE(f (η)(Xi,n)) ,

where the “decoupling” functions fη and f (η) are defined by fη(x) = (η ∧x)∨ (−η) and f (η)(x) = x− fη(x). In
Propositions 1 and 2 we prove that, under a “Lindeberg-type condition” (cf. Condition (C1) of Proposition 1),
the small sum (i.e. the sum of the random variables which are small by truncation) is approximately normal
with variance asymptotically equal to the jump of F at 0. While the essential sum (i.e. the sum of the essential
parts of the variables) is approximated by a purely non-Gaussien distribution, provided that the quantity

pE
(([n/p]∑

i=1

X
(η)
i,n

)2

1I|P[n/p]
i=1 X

(η)
i,n |≤ε

)

is sufficiently small (cf. Condition (C3) of Proposition 1). The total sum behaves as a convolution of the normal
and the purely non-Gaussian distribution (cf. Proposition 2). For i.i.d. sequences this result is a consequence
of the so-called “découpage de Lévy” method (see for instance Lemma 3-1 in [1]). The key for the proofs of
Propositions 1 and 2 is Lemma 4 which reduces the behaviour of the total sum to that of the essential sum, as
soon as the small variables obey a “Lindeberg-type condition”.

In Section 2, we apply the results of Section 1 to associated random variables. This notion of positive
dependence comes independently from physics (mostly through the FKG inequality, cf. [11]), reliability and
statistics [3], [10]). In Theorem 2 we give sufficient conditions on the individual random variables (or at least on
some finite sums of the random variables) for the finite dimensional distributions of Sn(t) to converge to those
of a Lévy process. More precisely the main conditions are: the sequences VarSn(1) and VarS(η)

n (1) converge
respectively to some positive constants F (∞) and G(∞), and for any positive integer N

lim
η→0

lim sup
n→+∞

n
[
E

(
S

(η)2
N,n 1I

S
(η)
N,n≤x

)
− E

(
S

(η)2
N−1,n1I

S
(η)
N−1,n≤x

)]
= FN (x) , (0.4)
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where FN is a bounded variation (BV) function. If so FN converges weakly to the distribution function G of
some finite measure. The sum Sn(1) is then approximated by the convolution of the normal law with variance
F (∞) − G(∞) and µG (see Theorem 2 for more details). In Section 2.2, we study the convergence to Lévy
processes (cf. Theorem 3 and Proposition 3). We then deduce sufficient conditions for the convergence to
Wiener or Poisson processes (cf. Corollaries 3 and 4). In Section 2.3, we consider the special case of Bernoulli
distributed random variables. Let (Yi,n) be an array of associated and Bernoulli distributed random variables
with parameter pn such that npn is bounded. We suppose that the variance of the corresponding sum Sn,n(Y )
converges and that (0.4) holds for SN,n(Y ). We prove that the limiting law is integer-valued coumpound
poisson. When Cov(X0,n, Xi,n) = 0 for i ≥ m + 1, the conditions that we impose are comparable to the
necessary and sufficient conditions obtained by [15] for m-dependent Bernoulli-distributed arrays (cf. Corollary
5 and the remarks below for more details). Finally, we give a bound for the Dudley distance between a sum of
Bernoulli random variables and the Poisson distribution by using Lindeberg’s method once more (see the proof
of Proposition 4). Those results apply to stationary and Gaussian sequences with positive correlation function
and provide upper bounds for the number of exceedances close to that obtained by [13].

In Section 4, we give the proofs for weakly dependent sequences. In particular, we give useful bounds for
Conditions (C1) and (C3) (cf. Lemmas 5 and 6 respectively). In Section 5, we give the proofs for associated
sequences. The rates for the convergence to the Poisson distribution are proved in Section 6 (cf. Theorem 4).

1. Weak convergence to infinitely divisible distribution for some dependent

sequences

In this section we give an analogue of Theorem 1 in [8] for some sequences satisfying other type of dependence.
More precisely, our dependence assumptions are comparable to Condition B in [16] and [17] (cf. Condition
(1.1) below). This Condition suggests an asymptotic independent representation of the sum Sn(1) by blocs of
independent random variables: there exists an i.i.d. sequence (Ũi,n) with marginal distribution Sn(1/pn), such
that the sum S̃n =

∑pn

i=1 Ũi,n and Sn(1) have the same limiting behaviour under suitable conditions on pn.

Theorem 1. Let (Xi,n)i∈N,n∈N be a stationary array of square integrable and centered real-valued random
variables and define Sn(t) = X1,n + · · · + X[nt],n. Suppose that E(X2

0,n) tends to zero as n tends to infinity.
Assume that, for any z ∈ IR and any t ∈ [0, 1],

lim
p→+∞

lim sup
n→+∞

∣∣E exp(izSn(t))− (
E exp(izS[nt](1/p))

)p∣∣ = 0. (1.1)

Let F be the distribution function of some finite measure. The following statements are equivalent

(i) For any t ∈ [0, 1], the sequence (Sn(t))n≥0 converges in distribution to the probability µt
F .

(ii) For any continuity point x (including +∞) of F ,

lim
p→∞

lim sup
n→+∞

∣∣pE (
S2

n(1/p)1ISn(1/p)≤x

)− F (x)
∣∣ = 0. (1.2)

Note that the nature of condition (1.2) is very close to that of condition LD in [17]. In both cases, the idea is
to calculate the parameters of the limiting distribution on the base of properties of distributions of finite sums.

Remark. Let Sm,n = X1,n + · · ·+ Xm,n and define the set E of all positive integers m such that

∀z ∈ IR, ∀t ∈ [0, 1], lim
n→+∞

∣∣∣E exp(izSn(t))− (E exp(izSm,n))[[nt]/m]
∣∣∣ = 0. (1.3)

Let m0(X) be an element of the set E , with the convention that m0(X) = +∞ if E = ∅. The term
limm→m0(X) f(m) will designate either f(m0(X)) if m0(X) is finite, or the usual limit if m0(X) = ∞. In-
stead of (1.1), we can suppose that the sum Sn(t) admits an asymptotic independent representation by a sum
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of i.i.d. blocs with length m independent of n:

lim
m→m0(X)

lim sup
n→+∞

∣∣∣E exp(izSn(t))− (E exp(izSm,n))[[nt]/m]
∣∣∣ = 0. (1.4)

If we assume moreover, instead of (1.2) that there exists a distribution function F such that for any continuity
point x (including +∞) of F ,

lim
m→m0(X)

lim sup
n→+∞

∣∣∣ n

m
E

(
S2

m,n1ISm,n≤x

)− F (x)
∣∣∣ = 0, (1.5)

then the conclusion of Theorem 1 still holds. An interesting case arises when 1 belongs to E . In such a case the
sequence behaves as its independent version, as shown in the following corollary.

Corollary 1. Let (Xi,n) be as in Theorem 1. Suppose that for any z ∈ IR, and any t ∈ [0, 1]

lim
n→+∞

∣∣∣E exp(izSn(t))− (E exp(izX0,n))[nt]
∣∣∣ = 0. (1.6)

Let F be a given distribution function. Then the statement (i) of Theorem 1 is equivalent to the following : For
any continuity point x (including +∞) of F ,

lim
n→+∞

nE
(
X2

0,n1IX0,n≤x

)
= F (x). (1.7)

We shall justify this remark in the proof of Theorem 1.

We now discuss an equivalent statement for (1.2). For η > 0, consider the two 1-Lipschitz functions fη and
f (η) defined by fη(x) = (η ∧ x) ∨ (−η) and f (η)(x) = x− fη(x). Set

Xi,n(η) = fη(Xi,n)− E(fη(Xi,n)) and X
(η)
i,n = Xi,n −Xi,n(η)

and define for any t ∈ [0, 1]

S(η)
n (t) =

[nt]∑

i=1

X
(η)
i,n and Sn,η(t) =

[nt]∑

i=1

Xi,n(η).

Clearly Sn(t) = S
(η)
n (t) + Sn,η(t). For sufficiently small η, the random variable Xi,n(η) represents small values,

while X
(η)
i,n is the essential part of Xi,n. Under a “Lindeberg-type condition” on the small sum Sn,η(t), the

behaviour of the original sum Sn(t) is described by its essential part S
(η)
n (t) as shown in the following proposition.

Proposition 1. Let (Xi,n) be a stationary array of square integrable and centered real-valued random variables.
Consider the three conditions

(C1) For any ε > 0 lim
η→0

lim sup
p→+∞

lim sup
n→+∞

pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

)
= 0.

(C2) The four sequences (nEX2
0,n), (Vn(p)) = (pVarSn(1/p)), (Vn,η(p)) = (pVarSn,η(1/p)) and (V (η)

n (p)) =

(pVarS(η)
n (1/p)) are uniformly bounded over n, p and η.

(C3) lim
ε→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

pE(S(η)2
n (1/p)1I−ε<S

(η)
n (1/p)≤ε

) = 0.

If C1, C2 and C3 hold, then (1.2) is equivalent to: for any continuity point x of F

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pE
(
S(η)2

n (1/p)1I
S

(η)
n (1/p)≤x

)
− F (x) + 1Ix≥0

(
Vn(p)− V (η)

n (p)
)∣∣∣ = 0. (1.8)
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In particular, letting σ2 = lim
ε→0

(F (ε)− F (−ε)), then (C1), (C2), (C3) and (1.2) ensure that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣Vn(p)− V (η)
n (p)− σ2

∣∣∣ = 0. (1.9)

In Sections 3.4 and 3.5 we give useful inequalities in order to check Conditions (C1) and (C3). We suppose
now that Conditions (1.1), (C1), (C2), (C3) and (1.2) are all satisfied. Our main task in the following proposition
is to describe the sequences constructed from (Xi,n) that approximate respectively the Gaussian part and the
purely non-Gaussian part. Let (Ũi,n), (Ũi,n(η)), (Ũ (η)

i,n ) be three sequences of i.i.d. r.v’s distributed as Sn(1/p),

Sn,η(1/p) and S
(η)
n (1/p), respectively. Define

S̃n :=
p∑

i=1

Ũi,n, S̃(η)
n :=

p∑

i=1

Ũ
(η)
i,n , S̃n,η :=

p∑

i=1

Ũi,n(η).

The following proposition shows that for small η, the distribution L(Sn(1)) of the partial sum Sn(1) is well
approximated by the convolution of L(S̃(η)

n ) and L(S̃n,η). The two distributions L(S̃(η)
n ) and L(S̃n,η) are

respectively approximated by a purely non-Gaussian distribution and a Gaussian distribution.

Proposition 2. Let (Xi,n)i∈N,n∈N be as in Theorem 1 and define the functions G
(η)
n,p by the equality G

(η)
n,p(x) =

F (x)− 1Ix≥0(Vn(p)− V
(η)
n (p)). If (1.1), (C1), (C2) and (C3) are all satisfied, then the statement (i) of Theorem

1 (with t = 1) is equivalent to:

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣E
(
exp(izS̃n,η)

)
− exp(−z2

2
Vn,η(p))

∣∣∣∣ = 0. (1.10)

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣E
(
exp(izS̃(η)

n )
)
− exp

(∫
eizx − 1− izx

x2
dG(η)

n,p(x)
)∣∣∣∣ = 0. (1.11)

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

pCov
(
S(η)

n (1/p), Sn,η(1/p)
)

= 0. (1.12)

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣E (exp(izSn)− E
(
exp(izS̃n,η)

)
E

(
exp(izS̃(η)

n )
)∣∣∣ = 0. (1.13)

Remark. Let G(x) = F (x) − 1Ix≥0 (F (0+)− F (0−)). This function inherits all the properties of F and is
continuous at 0. To summarize, Conditions (1.1), (C1), (C2), (C3) and (i) of Theorem 1 prove that the distribution
of (S̃(η)

n ) is approximated by the purely non-Gaussian Lévy distribution µG while the distribution of (S̃n,η) is
described by the Gaussian distribution with variance F (0+)− F (0−) (also equals to F (+∞)−G(+∞)).

2. Convergence to Lévy processes for associated variables

We now apply the results of the previous section to stationary arrays fulfilling a condition of positive depen-
dence called association. We also discuss convergence to Lévy processes for such sequences.

Let (Xi,n)i∈N,n∈N be as in Theorem 1. It is an array of associated random variables if for every n:

Cov(h(Xi,n, i ∈ A), k(Xi,n, i ∈ B)) ≥ 0,

where h and k are coordinatewise nondecreasing real-valued functions and A, B are finite subsets of N (we refer
to [10], [3] and the references therein for more details on associated random variables).

Up to our knowledge, the convergence to infinitely divisible distributions for arrays of associated variables is
studied separately in the case of Gaussian or Poisson distributions (cf. [22] for an overview). For a stationary
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sequence (Xi) of square integrable random variables, the Gaussian limits are obtained as soon as the Cox-
Grimmett coefficient (cf. [7])

U(n) := 2
+∞∑

j=n+1

Cov(X1, Xj)

tends to zero as n tends to infinity. Poisson limits, or more generally convergence results for triangular arrays
of independent variables, are extended to associated variables provided that

lim
n→+∞

∑

1≤j<k≤n

Cov(Xj,nXk,n) = 0, (2.1)

(cf. Proposition 1 in [23]). In order to get a more general result containing both Gaussian and Poisson limits,
we generalize the Cox-Grimmett coefficient: let

Ra(N) = lim sup
n→+∞

n

n∑

r=N

Cov(X0,n, Xr,n)

Let Na,0(X) = inf{N, Ra(N) = 0} (Na,0(X) may be infinite). The main assumptions are

lim
N→Na,0(X)

lim sup
n→+∞

n

n∑

r=N

Cov(X0,n, Xr,n) = 0 and (2.2)

lim
N→Na,0(X)

lim sup
n→+∞

∣∣∣∣∣nE(X2
0,n) + 2n

N−1∑
r=1

Cov(X0,n, Xr,n)− F (∞)

∣∣∣∣∣ = 0 , (2.3)

where F (∞) is some nonnegative number. For stationary arrays of associated variables, Condition (2.2) with
Na,0(X) = 1 is exactly (2.1).

2.1. Convergence of the finite dimensional distributions

We introduce the analogue of Condition B(N) defined in [8].

B′(N): There exists a BV function FN such that for any continuity point x of FN ,

lim
η→0

lim sup
n→+∞

n
[
E

(
S

(η)2
N,n 1I

S
(η)
N,n≤x

)
− E

(
S

(η)2
N−1,n1I

S
(η)
N−1,n≤x

)]
= FN (x).

As for (Xi,n), define

R(a)(N) = lim sup
η→0

lim sup
n→+∞

n

n∑

r=N

Cov(X(η)
0,n, X(η)

r,n). (2.4)

and N
(a)
0 (X) = inf{N, R(a)(N) = 0}. We make the same assumptions on (X(η)

i,n )i as we make on (Xi,n), that
is

lim
N→N

(a)
0 (X)

lim sup
η→0

lim sup
n→+∞

n

n∑

r=N

Cov(X(η)
0,n, X(η)

r,n) = 0 and (2.5)

lim
N→N

(a)
0 (X)

lim sup
η→0

lim sup
n→+∞

∣∣∣∣∣nE(X(η)2
0,n ) + 2n

N−1∑
r=1

Cov(X(η)
0,n, X(η)

r,n)−G(∞)

∣∣∣∣∣ = 0, (2.6)

where G(∞) is some positive real number.



8 TITLE WILL BE SET BY THE PUBLISHER

Theorem 2. Let (Xi,n)i∈N,n∈N be a stationary array of associated square integrable and centered real-valued
random variables. Suppose that E(X2

0,n) tends to zero as n tends to infinity. Assume that Conditions (2.2),
(2.3), (2.5) and (2.6) hold. Assume moreover that there exists a nondecreasing sequence of positive integers
(Ni)i∈N∗ converging to N

(a)
0 (X) such that B′(Ni) holds for any i in N∗. Then there exists a distribution function

G such that, for any bounded and three times continuously differentiable function g with compactly supported
derivatives

lim
Ni→N

(a)
0

∫
gdFNi

=
∫

gdG. (2.7)

If moreover G is continuous at 0, then the finite dimensional distributions of the process {Sn(t), t ∈ [0, 1]}
converges in distribution to those of the Lévy process of law µF , where F is given by

F (x) = G(x) + 1I0<x (F (∞)−G(∞)) .

Recall that F (∞) and G(∞) have been defined in (2.3) and (2.6).

Remark. Suppose that, for each fixed N , the BV function FN , given in B′(N) is of the form FN (x) =∑N
j=1 λj,N1Ij<x, where (λj,N ) is a sequence of real numbers. Suppose moreover that the requirements of Theorem

2 are satisfied. Then the distribution function G, whose existence is guaranteed by Theorem 2 satisfies G(x) =
∑N

(a)
0 (X)

j=1 λj1Ij<x, where the positive numbers λj are the limit of λj,N . In this case the limit law is given by its
characteristic function

µ̂(z) = exp
(
−(F (∞)−G(∞))

z2

2
+

N
(a)
0 (X)∑

j=1

λj(eijz − 1− ijz)
1
j2

)
.

This law is the convolution of some Gaussian distribution with some integer-valued Coumpound Poisson distri-
bution.

2.2. Convergence to Lévy processes

Let D([0, 1]) be the space of cadlag functions equipped with Skorohod’s distance d. Convergence in the
Skorohod topology is somewhat restrictive: for instance if xn = 1I[1/2,1] and yn = 1I[1/2−1/n,1], both sequences
converge in (D([0, 1]), d) but xn + yn is not even relatively compact in that space. It means that for the
convergence in (D([0, 1], d)), two jumps of given size cannot become closer and closer. Hence, to obtain the
weak convergence of {Sn(t), t ∈ [0, 1]} in (D([0, 1]), d), it is necessary to impose additional conditions on (Xi,n)
(see Remark 8 in [8] for more details). Since the sample paths of the Wiener process are continuous, it is natural
to make these assumptions on the array (X(η)

i,n ) only.

Theorem 3. Let (Xi,n)i∈N,n∈N be a stationary array of associated square integrable and centered real-valued
random variables. Suppose that E(X2

0,n) tends to zero as n tends to infinity. Assume moreover that Conditions
(2.2) and (2.3) hold and that

lim
η→0

lim sup
n→+∞

n

n∑
r=1

Cov
(
X

(η)
0,n , X(η)

r,n

)
= 0. (2.8)

Suppose that there exists a distribution function G, continuous at 0, such that for any point of continuity x of
G

lim
η→0

lim sup
n→+∞

nE
(
X

(η)2
0,n 1I

X
(η)
0,n≤x

)
= G(x).

Then the sequence {Sn(t), t ∈ [0, 1]} converges in distribution to the Lévy process of law µF in the space
(D([0, 1]), d). The function F is given by F (x) = G(x) + 1Ix≥0 (F (∞)−G(∞)) .
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Remark. Conditions (2.2), (2.3) and (2.8) imply the tightness of the sequence of process {Sn(t), t ∈ [0, 1]} in
the space (D([0, 1]), d).

Remark. If Na,0(X) = 1, then N
(a)
0 (X) = 1 (cf. Section 5, the inequality (4.6) for a justification). In this

case, the sum Sn(1) admits an asymptotic independent representation by blocs of length 1. In other words, if
Na,0(X) = 1 then the set E defined in (1.3) is nonempty and equals to N∗ (we refer the reader to Corollary 2
below and to its proof for a justification of this remark), hence one may expect a limit theorem under conditions
close to that obtained for independent sequence. Those ideas were first mentioned by [23] in order to prove the
convergence in distribution of Sn(1).

Corollary 2. Let (Xi,n)i∈N,n∈N be as an in Theorem 3. Suppose that

lim
n→+∞

n

n∑
r=1

Cov(X0,n, Xr,n) = 0. (2.9)

Let F be the distribution function of some finite measure. Then the following statements are equivalent
(i) For any continuity point x of F (including +∞)

lim
n→+∞

nE
(
X2

0,n1IX0,n≤x

)
= F (x). (2.10)

(ii) The sequence of process {Sn(t), t ∈ [0, 1]} converges in distribution in D([0, 1]) to the Lévy process of law
µF

Theorem 3 contains both the Gaussian and the Poisson limits as shown in the following proposition (we omit
the proof, which follows immediately from Theorem 3).

Proposition 3. Let (Xi,n)i∈N,n∈N be as an in Theorem 3. Assume that Conditions (2.2), (2.3) and (2.8) are
satisfied. Suppose moreover that there exists a positive real number λ such that

lim
η→0

lim sup
n→+∞

nE
(
X

(η)2
0,n 1I

X
(η)
0,n≤x

)
= λ1I1≤x, (2.11)

for any x 6= 1, including +∞. Then the sequence of processes {Sn(t), t ∈ [0, 1]} converges in distribution in the
space (D([0, 1]), d) to the Lévy process of law µF . The characteristic function µ̂ of µF is given by

µ̂(z) = exp
(
−1

2
σ2z2 + λ(eiz − 1− iz)

)
,

where σ2 = F (∞)− λ and F (∞) is the positive constant defined in (2.3).

Remark. Clearly σ2 fulfills
σ2 = lim

η→0
lim sup
n→+∞

(
VarSn(1)− nE(X(η)2

0,n )
)

. (2.12)

2.2.1. Convergence to Wiener processes

Corollary 3. Let (Xi,n)i∈N,n∈N be a stationary array of associated square-integrable and centered random
variables. Suppose that E(X2

0,n) tends to zero as n tends to infinity and that Conditions (2.2) and (2.3) are
satisfied with F (∞) = 1. If moreover

lim
n→+∞

nE
(
X2

0,n1I|X0,n|≥ε

)
= 0 for all ε > 0, (2.13)

then {Sn(t), t ∈ [0, 1]} converges in distribution in (D([0, 1]), d) to the standard Wiener process.

For stationary and centered associated sequence with
∑∞

r=1 Cov(X0, Xr) < +∞, Corollary 3 applied to the
arrays Xi,n = Xi/

√
VarSn leads to the CLT theorem already proved in [24].
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2.2.2. Convergence to Poisson processes

Corollary 4. Let (Xi,n)i∈N,n∈N be a stationary array of associated square-integrable and centered random
variables. Assume that E(X2

0,n) tends to zero as n tends to infinity and consider the limits

lim
n→+∞

nE
(
X2

0,n(1 ∧ |X0,n − 1|)) = 0 and lim
n→+∞

nE(X2
0,n) = λ. (2.14)

(1) If (2.2), (2.8) and (2.14) hold, then (2.9) holds.
(2) Suppose moreover that Condition (2.9) holds. Then, the process {Sn(t), t ∈ [0, 1]} converges in distrib-

ution in (D([0, 1]), d) to the centered Poisson process {P(λt)− λt, t ∈ [0, 1]} (i.e the Lévy process with
distribution function F = λ1I[1,+∞[) if and only if (2.14) holds.

The convergence in distribution of Sn(1) to a Poisson limit was established in [23], under the conditions (2.9)
and (2.14).

2.3. On the convergence of Bernoulli random variables

Let (Yi,n) be an array of Bernoulli distributed random variables with parameter pn such that npn is bounded
and define the centered triangular array Xi,n by Xi,n = Yi,n−pn. We are interested in the asymptotic behavior
of the process Sn(Y, t) = Sn(t) + [nt]pn = Y1,n + · · ·+ Y[nt],n, in the context of association.

For η sufficiently small, we can choose n large enough such that

f (η)(−pn) = 0, f (η)(1− pn) = 1− pn − η, f (η)(X0,n) = (1− pn − η)Y0,n. (2.15)

We first deduce from those estimations that Na,0(X) = N
(a)
0 (X) = N0(Y ). Let us now describe the conditions

on the sequence (Yi,n) under which the requirements of Theorem 2 are satisfied. From (2.15), we infer that
(2.2), (2.3), (2.5) and (2.6) are satisfied as soon as

lim
N→N0(Y )

lim sup
n→+∞

∣∣∣∣∣nVar(Y0,n) + 2n

N−1∑
r=1

Cov(Y0,n, Yr,n)− F (∞)

∣∣∣∣∣ = 0 (2.16)

and lim
N→N0(Y )

lim sup
n→+∞

n

n∑

r=N

Cov(Y0,n, Yr,n) = 0. (2.17)

Suppose moreover that, there exists a BV function FN such that for any x, point of continuity of FN ,

lim
n→∞

nE(S2
N,n(Y, 1)1ISN,n(Y,1)≤x)− nE(S2

N−1,n(Y, 1)1ISN−1,n(Y,1)≤x) = FN (x) , (2.18)

then some elementary estimations based on (2.15) show that Condition B′(N) holds. Moreover 0 is a continuity
point of FN since SN,n(Y, 1) is integer-valued. Combining these remarks with Theorem 2, we obtain the following
corollary.

Corollary 5. Let (Yi,n) be an array of Bernoulli-distributed random variables with parameter pn such that
npn is bounded. Assume that (2.16) and (2.17) are satisfied, and that there exists a nondecreasing sequence of
positive integers (Ni)i∈N∗ converging to N0(Y ) such that (2.18) holds for any Ni. Then the finite dimensional
distributions of the process {Sn(t), t ∈ [0, 1]} converges in distribution to those of the Lévy process of the purely
non-Gaussian law µG, where G is the weak limit of (FNi) in the sense of (2.7) and G(∞) = F (∞).

Remark. Assume that npn converges to some positive constant λ. Then under the assumptions of Corollary
5, Sn(Y, t) converges to Xt + λ where Xt has law µt

G. From (3.19), it is clear that G is piecewise constant with
jumps at integer points, so that the limiting distribution of Sn(Y, t) is necessarily integer-valued coumpound
Poisson.
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Remark. For m-dependent arrays, necessary and sufficient conditions for the convergence of Sn(Y, 1) are given
in [15]. Using our notations, these conditions are equivalent to: there exists a distribution function Fm+1 such
that

lim
n→∞

nE(S2
m+1,n(Y, 1)1ISm+1,n(Y,1)≤x)− nE(S2

m,n(Y, 1)1ISm,n(Y,1)≤x) = Fm+1(x) . (2.19)

If N0(Y ) = m + 1, we obtain the same condition as in the m-dependent case. In that case the distribution
of the variable Sn(Y, 1) is the law of the sum V1 + · · · + VN where N is Poisson distributed with parameter
λ =

∑m+1
i=1 (Fm+1(i)−Fm+1(i− 1))/i2 and is independent of the sequence (Vk)k≥1 which is i.i.d. with marginal

distribution P(V1 = i) = (Fm+1(i)− Fm+1(i− 1))/(λi2). See Theorem 1.1 in [20] for more details.

Remark. Under the conditions of Corollary 5, we can establish the joint convergence of (Sn(t1), . . . , Sn(tk))
for any k-tuple (t1, . . . , tk) (cf. Section 4.2 and Lemma 15). Therefore, there is also convergence for the point
process Sn(Y, A) =

∑
i∈nA Yi,n indexed by Borel subsets of [0, 1] (see Theorem 4.2 in [19]).

We now discuss the number of exceedances under association (note that the method of the proof can be
extended to other dependent variables). We refer to [14] for the importance of the exceedance process in
extreme value theory. Let (Xi)1≤i≤n be a collection of random variables and let Sn counts for how many i’s
Xi exceeds zi, where the levels (zi)1≤i≤n are any real numbers. A poisson approximation for the law of Sn is
appropriate whenever the probabilities of exceedance are small, as shown in the following proposition.

Proposition 4. Let (Xi)i∈N be a stationary sequence of associated real-valued random variables, and B3
1(IR) be

the set of three-times continuously differentiable real-valued functions for which ‖h′′‖∞ ≤ 1 and ‖h(3)‖∞ ≤ 1.
Let (zi)i∈N be real numbers and define pn = P(X1 > zn) and λn = npn. Then

sup
h∈B3

1(IR)

∣∣∣∣∣Eh

(
n∑

i=1

(1IXi>zn − pn)

)
− µ1,λn(h)

∣∣∣∣∣ ≤ 9np2
n + 2n

n−1∑
r=1

Cov (1IX0>zn , 1IXr>zn) ,

where µ1,λn denotes the centered Poisson law P(λn)− λn.

Proposition 4 is based on Lindeberg’s method. Poisson approximation for dependent trials was discussed by
Chen since 1975 (cf. [6]). Chen’s method is the adaptation to the Poisson distribution of Stein’s differential
method for the normal distribution (cf. [29]). We refer to the monograph [2] Barbour for the Stein-Chen method
as well as for the wide applicability of the Poisson approximations.

Let (Xi)i∈N be a standardized stationary associated normal sequence, which means that the function r(k) =
Cov(X0, Xk) is always positive (see [26]). Let (zn) and λn be real numbers such that λn = n(1 − Φ(zn)),
where Φ is the distribution function of the standard normal law. Suppose that supn λn < ∞. An estimation of∣∣Cov

(
1IXi>zn , 1IXj>zn

)∣∣ as it is done in [13] together with Proposition 4 leads to the following : If r(k) ≥ 0 for
each k and r(k) ≤ C/ln k for k ≥ 2, then

sup
h∈B3

1(IR)

∣∣∣∣∣Eh
( n∑

i=1

(1IXi>zn − pn)
)
− µ1,λn(h)

∣∣∣∣∣ = O

(
n−(1+ρ)/(1+ρ)(lnn)−ρ/(1+ρ) +

ln n

n

n∑

k=1

|r(k)|
)

,

where ρ = max(r(1), r(2), . . .). Similar results are contained in [13], but their approach is different from ours
(see also [21]).

3. Proofs for weakly dependent sequences

3.1. Proofs of Theorem 1 and Corollary 1

We first recall a technical result which is the main tool for the proof of Theorem 1.
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Lemma 1. Let (Yi,n)i∈N,n∈N and (εi,n)i∈N,n∈N be two independent arrays of i.i.d and centered real valued random
variables, such that limn→+∞ E(Y 2

0,n) = limn→+∞ E(ε20,n) = 0. Let Kn be a positive integer. Let x0 ≤ . . . ≤ xN

be a finite grid and define fj(t) = t21Ixj<t≤xj+1 . Then, for any function h three times differentiable with
‖h′′‖∞ < ∞, ‖h(3)‖∞ < ∞, we have

∣∣∣∣∣E
(
h
(Kn∑

i=1

Yi,n

)
− h

(Kn∑

i=1

εi,n

))∣∣∣∣∣ ≤ ‖h′′‖∞Kn

N−1∑

j=0

|E(fj (Y1,n))− E(fj (ε1,n))|

+ ‖h′′‖∞KnE(Y 2
1,n1IY1,n 6∈]x0,xN ]) + ‖h′′‖∞KnE(ε21,n1Iε1,n 6∈]x0,xN ])

+ Kn

N−1∑

j=0

E
(
fj(Y1,n)

[
‖h′′‖∞ ∧ ‖h(3)‖∞|Y1,n − xj

∣∣∣]
)

+ Kn

N−1∑

j=0

E
(
fj(ε1,n)

[
‖h′′‖∞ ∧ ‖h(3)‖∞|ε1,n − xj |

])
. (3.1)

Proof of Lemma 1. Let x0 ≤ . . . ≤ xN be N + 1 fixed real numbers. Let g be a bounded function with
bounded first derivative. Clearly

E(Y 2
i,ng(Yi,n)) =

N−1∑

j=0

E(Y 2
i,n (g(Yi,n)− g(xj)) 1Ixj<Yi,n≤xj+1) +

N−1∑

j=0

E(Y 2
i,ng(xj)1Ixj<Yi,n≤xj+1)

+ E(Y 2
i,ng(Yi,n)1IYi,n 6∈]x0,xN ]).

According to the properties of the function g, we deduce from the last equality together with the analogous one
for E(ε2i,ng(εi,n)) that

∣∣E(Y 2
i,ng(Yi,n))− E(ε2i,ng(εi,n))

∣∣ ≤ ‖g‖∞
N−1∑

j=0

|E(fj (Yi,n))− E(fj (εi,n))|

+ ‖g‖∞E(Y 2
i,n1IYi,n 6∈]x0,xN ]) + ‖g‖∞E(ε2i,n1Iεi,n 6∈]x0,xN ])

+
N−1∑

j=0

E (fj(Yi,n) [2‖g‖∞ ∧ ‖g′‖∞|Yi,n − xj |])

+
N−1∑

j=0

E (fj(εi,n) [2‖g‖∞ ∧ ‖g′‖∞|εi,n − xj |]) (3.2)

Define the random functions h′′i−1,i+1(x) = h′′(Y1,n + . . . + Yi−1,n + x + εi+1,n + . . . + εKn,n) and gi(x) =∫ 1

0
(1− t)h′′i−1,i+1(tx)dt. From Lindeberg’s decomposition and the independence of (Yi,n) and (εi,n), we obtain

that

E
(
h
( Kn∑

i=1

Yi,n

))
− E

(
h
( Kn∑

i=1

εi,n

))
=

Kn∑

i=1

E(Y 2
i,ngi(Yi,n))−

Kn∑

i=1

E(ε2i,ngi(εi,n)), (3.3)

Clearly gi is bounded by 1/2‖h′′‖∞ and is 1/6‖h(3)‖∞-lipschitz. Lemma 1 follows from (3.2) and (3.3).

Proof of Theorem 1. We now prove Theorem 1 and the remark below. We suppose without loss of generality
that t = 1. The direct parts of Theorem 1 and Corollary 1 follow by adapting the arguments of the proof of
Theorem 1 in [8]. So we only prove the second implication. Let (εi,n)i∈N be an i.i.d. array of independent and
centered random variables with marginal distribution µ

1/n
F . For two positive integers p and q such that pq ≤ n,

define
Ui,n(q) = Xiq−q+1,n + . . . + Xiq,n, Vi,n(q) = U1,n(q) + . . . + Ui,n(q)
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∆i,n(q) = εiq−q+1,n + . . . + εiq,n, Γi,n(p) = ∆i,n(q) + . . . + ∆p,n(q)

Sq,n = X1,n + . . . + Xq,n, sn = ε1,n + . . . + εn,n

A collection of random variables V = (V1, . . . , Vn) is a coupled version of U = (U1, . . . , Un) if the members of
V are independent and if the random variables Ui and Vi have the same distribution for each 1 ≤ i ≤ n. We
consider (Ũ1,n(q), . . . , Ũp,n(q)) a coupled version of (U1,n(q), . . . , Up,n(q)) and we define

Ṽp,n(q) = Ũ1,n(q) + . . . + Ũp,n(q).

In order to prove Theorem 1, we take q = [n/p] where p is a fixed integer. For the proof of the remark following
Theorem 1, q will be equal to a fixed integer m and p = [n/m]. Clearly

|E exp(itSn,n)− E exp(itsn)| ≤ T1,n(q) + T2,n(q) + T3,n(q) (3.4)

where

T1,n(q) =
∣∣∣E exp(itSn,n)− E exp(itṼp,n(q))

∣∣∣

T2,n(q) =
∣∣∣E exp(itṼp,n(q))− E exp(it(Γ1,n(p))

∣∣∣
T3,n(q) = |E exp(it(Γ1,n(p)))− E exp(itsn)| .

Control of T1,n(q)

Clearly E exp(itṼp,n(q)) = (E exp(itSq,n))p and T1,n(q) = |E exp(itSn,n)− (E exp(itSq,n))p|. Condition (1.1)
(resp. (1.4)) leads to (3.5) (resp. (3.6)) below

lim
p→+∞

lim sup
n→+∞

T1,n([n/p]) = 0 (3.5)

lim
m→m0(X)

lim sup
n→+∞

T1,n(m) = 0 (3.6)

Control of T2,n(q)

In order to control the quantities T2,n(q), we use Lemma 1 with a suitable choice of the grid x0 ≤ . . . ≤ xN .
Let ε > 0 be fixed and choose an integer N = Nε and a subdivision x0 ≤ x1 ≤ . . . ≤ xN of continuity points of
F such that

|xj − xj+1| ≤ ε, F (x0) ≤ ε, F (∞)− F (xN ) ≤ ε. (3.7)

We apply Lemma 1 with Kn = p and h(x) = exp(itx) (more precisely h(x) is either the real or the imaginary
part of exp(itx)).

∣∣∣E
(
h
( p∑

i=1

Ũi,n(q)
)
− h

( p∑

i=1

∆i,n(q)
))∣∣∣ ≤ pt2

N−1∑

j=0

|E(fj (U1,n(q)))− E(fj (∆1,n(q)))|

+ pt2E(U2
1,n(q)1IU1,n(q) 6∈]x0,xN ])

+ pt2E(∆2
1,n(q)1I∆1,n(q)6∈]x0,xN ])

+ p

N−1∑

j=0

E
(
fj(U1,n(q))

[
t2 ∧ |t|3|U1,n(q)− xj

∣∣])

+ p

N−1∑

j=0

E
(
fj(∆1,n(q))

[
t2 ∧ |t|3|∆1,n(q)− xj |

])
.
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The last bound together with the choice of the grid x0, x1, . . . , xN leads to

∣∣∣E
(
h(

p∑

i=1

Ũi,n(q))− h(
p∑

i=1

∆i,n(q))
)∣∣∣ ≤ pt2

N−1∑

j=0

|E(fj (U1,n(q)))− E(fj (∆1,n(q)))|

+ pt2E(U2
1,n(q)1IU1,n(q) 6∈]x0,xN ])

+ pt2E(∆2
1,n(q)1I∆1,n(q)6∈]x0,xN ])

+ |t|3pεE
(
U2

1,n(q)
)

+ |t|3pεE
(
∆2

1,n(q)
)
. (3.8)

We now use the following lemma, that we prove at the end of this paragraph.

Lemma 2. Under Condition (1.2) and the previous notations, we have that

lim sup
p→+∞

lim sup
n→+∞

pE
(
U2

1,n([n/p])
)

< +∞ and lim sup
p→+∞

lim sup
n→+∞

pE
(
∆2

1,n([n/p])
)

< +∞

lim sup
p→+∞

lim sup
n→+∞

pE(U2
1,n([n/p])1IU1,n([n/p]) 6∈]x0,xN ]) ≤ 2ε

lim sup
p→+∞

lim sup
n→+∞

pE(∆2
1,n([n/p])1I∆1,n([n/p])6∈]x0,xN ]) ≤ 2ε

lim
p→+∞

lim sup
n→+∞

p |E(fj (U1,n([n/p])))− E(fj (∆1,n([n/p])))| = 0, for 0 ≤ j ≤ N − 1.

Under Condition (1.5) and the previous notations, we have that

lim sup
m→m0(X)

lim sup
n→+∞

[n/m]E
(
U2

1,n(m)
)

< +∞ and lim sup
m→m0(X)

lim sup
n→+∞

[n/m]E
(
∆2

1,n(m)
)

< +∞

lim sup
m→m0(X)

lim sup
n→+∞

[n/m]E(U2
1,n(m)1IU1,n(m)6∈]x0,xN ]) ≤ 2ε

lim sup
m→m0(X)

lim sup
n→+∞

[n/m]E(∆2
1,n(m)1I∆1,n(m)6∈]x0,xN ]) ≤ 2ε

lim
m→m0(X)

lim sup
n→+∞

[n/m] |E(fj (U1,n(m)))− E(fj (∆1,n(m)))| = 0, for 0 ≤ j ≤ N − 1.

Since ε is arbitrary, Lemma 2 together with the bound (3.8) leads to

lim
p→+∞

lim sup
n→+∞

T2,n([n/p]) = 0 (3.9)

lim
m→m0(X)

lim sup
n→+∞

T2,n(m) = 0, (3.10)

as soon as conditions (1.2) and (1.5) hold respectively.

Control of T3,n(q)

Clearly |E(h(sn)− h(Γ1,n(p)))| ≤ |t|(n−pq)E |ε1,n| (here h(x) = exp(itx)). Since n−p[n/p] ≤ p, n−m[n/m] ≤ m

and limn→+∞ E(ε21,n) = 0, we infer that

lim
n→+∞

T3,n([n/p]) = 0, (3.11)

lim
n→+∞

T3,n(m) = 0. (3.12)

Theorem 1 (respectively the remark below Theorem 1) follows by combining (3.5), (3.9), (3.11) (respectively
in (3.6), (3.10), (3.12)) and (3.4).

Proof of Lemma 2. In order to prove Lemma 2, we need the following result (which is proved exactly as
Lemma 1 in [8]).
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Lemma 3. If (tn) is a sequence decreasing to 0 as n goes to +∞, then, for any x point of continuity of F , we
have

lim
n→+∞

1
tn

∫ x

−∞
y2dµtn

F (y) = F (x) .

We now continue the proof of Lemma 2. The distribution function of ∆1,n(q) is µ
q/n
F . This fact together

with Lemma 3 yields, for any x point of continuity of F ,

lim
n→+∞

n

m
E

(
∆2

1,n(m)1I∆1,n(m)≤x

)
= F (x) and

lim
p→+∞

lim sup
n→+∞

∣∣∣ n

[n/p]
E

(
∆2

1,n([n/p]))1I∆1,n([n/p])≤x

)
− F (x)

∣∣∣ .

Those facts together with conditions (1.2) and (1.5) imply Lemma 2.

3.2. Proof of Proposition 1

Let FC be the class of three-times continuously differentiable functions f from IR to IR such that f(0) =
f ′(0) = 0 and ‖f ′′‖∞ ≤ C, ‖f ′′′‖∞ ≤ C. The following lemma reduces the behaviour of f(Sn(t)) to that of
f(S(η)

n (t)) and f(Sn,η(t)) for any functions f in FC .

Lemma 4. Let (Xi,n) be a triangular array of stationary and centered real valued random variables. Suppose
that E(X2

0,n) < +∞. Let f be any function of FC . Then, for any positive integer p and positive real numbers ε

and η, the term
∣∣∣∣pEf (Sn(1/p))− pEf

(
S(η)

n (1/p)
)
− f ′′(0)

2
p

(
VarSn(1/p)−VarS(η)

n (1/p)
)∣∣∣∣

is smaller than

2CpE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

)
+ 3Cε

(
Vn,η(p) + V (η)

n (p)
)

+ 2C
(
pE

(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

))1/2
(
V (η)

n (p)
)1/2

,

recall that Vn,η(p) = pVarSn,η(1/p) and V
(η)
n (p) = pVarS(η)

n (1/p).

We prove this lemma at the end of this section and we continue the proof of Proposition 1. Let x be a fixed
point of continuity of F . We first suppose that x 6= 0. Let ν > 0 be small enough (ν < |x|), in such a way that
x, x − ν, x + ν have the same sign. Define fx,ν+(y) = y2hx,ν+(y) and fx,ν−(y) = y2hx,ν−(y). The functions
hx,ν+ and hx,ν− are both positive, bounded by one, three times continuously differentiable, hx,ν+ (resp. hx,ν−)
is equal to one on ]−∞, x] (resp. ]−∞, x− ν]) and to zero on [x + ν, +∞[ (resp. [x, +∞[). Clearly fx,ν+ and
fx,ν− belong to FC , f ′′x,ν+(0) = 2hx,ν+(0) = 21I0<x and f ′′x,ν−(0) = 21I0<x.

Applying Lemma 4 to the function fx,ν+ , and using (C1) together with (C2), we obtain

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pEfx,ν+ (Sn(1/p))− pEfx,ν+

(
S(η)

n (1/p)
)
− 1I0<x

(
Vn(p)− V (η)

n (p)
)∣∣∣ = 0. (3.13)

We first prove that (1.2) follows from (1.8). The limit (1.8), the expression of fx,ν+ and the fact that x is a
point of continuity of F , ensure that

lim
ν→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pEfx,ν+

(
S(η)

n (1/p)
)
− F (x) + 1I0<x

(
Vn(p)− V (η)

n (p)
)∣∣∣ = 0. (3.14)

Collecting (3.13) and (3.14), we obtain that

lim
ν→0

lim sup
p→+∞

lim sup
n→+∞

∣∣pEfx,ν+ (Sn(1/p))− F (x)
∣∣ = 0. (3.15)
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This limit together with the analogous one for fx,ν− proves (1.2), for any x point of continuity of F not equal
to 0. Conversely, the limit in (1.2) gives (3.15) for any x point of continuity of F , which together with (3.13)
proves (3.14). The limit in (3.14) and its analogous for fx,ν− instead of fx,ν+ proves (1.8) from (1.2). Hence
(1.2) and (1.8) are equivalent for any x point of continuity of F not equal to 0 (under (C1) and (C2)).

Let us prove the limit in (1.9). We suppose, from now until the end of the proof of this proposition that (1.2)
(or equivalently (1.8)) holds for any x point of continuity of F not equal to 0. Let ν > 0 be such that ν and −ν

are points of continuity of F . From (1.8) and the fact that limε→0(F (ε)− F (−ε)) = σ2, we infer that

lim
ν→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pE
(
S(η)2

n (1/p)1I−ν<S
(η)
n (1/p)≤ν

)
− σ2 +

(
Vn(p)− V (η)

n (p)
)∣∣∣ = 0.

The limit in (1.9) is proved from the last limit together with Condition (C3).
We now discuss the case when 0 is a point of continuity of F . This fact together with (1.9) ensure

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

(
Vn(p)− V (η)

n (p)
)

= 0. (3.16)

Let ν > 0 be such that ν and −ν are points of continuity of F , and consider the functions f0,ν+ , f0,ν− (those
functions are in FC and f ′′0,ν+(0) = 2, f ′′0,ν−(0) = 0). Arguing as in (3.13) and using (3.16), we obtain

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pEg
(
S(η)

n (1/p)
)
− pEg (Sn(1/p))

∣∣∣ = 0, for g ∈ {f0,ν+ , f0,ν−}. (3.17)

Suppose that (1.2) is true, then the limit in (3.15) still holds with x = 0, this fact together with (3.17) ensures

lim
ν→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pEf0,ν+

(
S(η)

n (1/p)
)
− F (0)

∣∣∣ = 0. (3.18)

The last limit together with the analogous one for f0,ν− instead of f0,ν+ proves the limit in (1.8) for x = 0. By
similar arguments, we prove that (1.8) still ensures (1.2), whenever x = 0 is a point of continuity of F .

Proof of Lemma 4. Since f ∈ FC , Taylor’s formula yields, for any real numbers x and y

f(y)− f(x)− f ′′(0)
2

(y2 − x2) = (y − x)x
∫ 1

0

[f ′′(tx)− f ′′(0)]dt

+ (y − x)2
∫ 1

0

(1− t)[f ′′(x + t(y − x))− f ′′(0)]dt

The last decomposition together with Sn(t) = S
(η)
n (t) + Sn,η(t) and ‖f ′′‖∞ ≤ C, ‖f ′′′‖∞ ≤ C implies that

p

∣∣∣∣Ef (Sn(1/p))− E
(
f

(
S(η)

n (1/p)
))

− f ′′(0)
2

(
VarSn(1/p)−VarS(η)

n (1/p)
)∣∣∣∣

is smaller than

2CpE
(
|Sn,η(1/p)|

∣∣∣S(η)
n (1/p)

∣∣∣
[
1 ∧

∣∣∣S(η)
n (1/p)

∣∣∣
])

+ 2CpE
(
S2

n,η(1/p)
[
1 ∧

(
|Sn,η(1/p)|+

∣∣∣S(η)
n (1/p)

∣∣∣
)])

. (3.19)

Let ε > 0 be fixed. Clearly

pE
(
S2

n,η(1/p)
[
1 ∧

(
|Sn,η(1/p)|+

∣∣∣S(η)
n (1/p)

∣∣∣
)])

≤ pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

)
+

ε

2

(
3pVarSn,η(1/p) + pVarS(η)

n (1/p)
)

. (3.20)
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Analogous estimations yield

pE
(
|Sn,η(1/p)|

∣∣∣S(η)
n (1/p)

∣∣∣
[
1 ∧

∣∣∣S(η)
n (1/p)

∣∣∣
])

≤ (
pE

(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

))1/2
(
pVarS(η)

n (1/p)
)1/2

+ εpVarS(η)
n (1/p) . (3.21)

Lemma 4 is proved by collecting (3.19), (3.20) and (3.21).

3.3. Proof of Proposition 2

We only prove the direct implication, the second one being straightforward.

Proof of (1.10). Using that

|x1 . . . xm − y1 . . . ym| ≤
m∑

i=1

|xi − yi|, for xi, yi ∈ C


, |xi|, |yi| ≤ 1, (3.22)

together with the stationarity of the sequence, we infer that
∣∣∣∣E exp(izS̃n,η)− exp(−z2

2
Vn,η(p))

∣∣∣∣ ≤ p

∣∣∣∣E exp(izSn,η(1/p))− exp(−z2

2
VarSn,η(1/p))

∣∣∣∣ ≤ I + J (3.23)

where

I = p

∣∣∣∣E exp(izSn,η(1/p))− 1 +
z2

2
ES2

n,η(1/p)
∣∣∣∣

J = p

∣∣∣∣1−
z2

2
ES2

n,η(1/p)− exp(−z2

2
VarSn,η(1/p))

∣∣∣∣ .

Control of I. Since ESn,η(1/p) = 0 and
∣∣∣∣eiy − 1− iy +

y2

2

∣∣∣∣ ≤ y2 ∧ |y|3, for any y ∈ IR (3.24)

we infer that

p

∣∣∣∣E exp(izSn,η(1/p))− 1 +
z2

2
ES2

n,η(1/p)
∣∣∣∣ ≤ czpE

(
S2

n,η(1/p) ∧ |Sn,η(1/p)|3
)

≤ czpE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥ε

)
+ czεpVarSn,η(1/p) ,

for any ε > 0 and cz = max(z2, |z|3). This bound together with (C1) and (C2) ensures that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

p

∣∣∣∣E exp(izSn,η(1/p))− 1 +
z2

2
ES2

n,η(1/p)
∣∣∣∣ = 0 . (3.25)

Control of J. We deduce from
|ex − 1− x| ≤ x2e|x|, for any x ∈ IR (3.26)

that

p

∣∣∣∣1−
z2

2
ES2

n,η(1/p)− exp(−z2

2
VarSn,η(1/p))

∣∣∣∣ ≤ pz4 (VarSn,η(1/p))2 exp
(
z2VarSn,η(1/p)

)
.

The last bound together with (C2) ensures that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

p

∣∣∣∣1−
z2

2
ES2

n,η(1/p)− exp(−z2

2
VarSn,η(1/p))

∣∣∣∣ = 0. (3.27)
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The limit in (1.10) follows by collecting (3.23), (3.25) and (3.27).

Proof of (1.11). In view of (1.1) and the statement (i) of Theorem 1, it suffices to prove that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣E exp(izS̃(η)
n )− exp

(
z2

2
(Vn(p)− V (η)

n (p))
)
E exp(izS̃n)

∣∣∣∣ = 0. (3.28)

Let ∆V
(η)
n,p = VarSn(1/p)−VarS(η)

n (1/p). From (3.22) and some elementary estimations, we infer that

∣∣∣∣E exp(izS̃(η)
n )− exp

(
z2

2
(Vn(p)− V (η)

n (p))
)
E exp(izS̃n)

∣∣∣∣

≤ p

∣∣∣∣E exp(izS(η)
n (1/p))− exp

(
z2

2
∆V (η)

n,p

)
E exp(izSn(1/p))

∣∣∣∣ ≤ I1 + I2 + I3 (3.29)

where

I1 = p

∣∣∣∣E exp(izS(η)
n (1/p))− E exp(izSn(1/p))− z2

2
∆V (η)

n,p

∣∣∣∣

I2 = p
z2

2

∣∣∣∆V (η)
n,p

∣∣∣ |1− E exp(izSn(1/p))|

I3 = p

∣∣∣∣exp
(

z2

2
∆V (η)

n,p

)
−

(
1 +

z2

2
∆V (η)

n,p

)∣∣∣∣ .

Control of I1. Applying Lemma 4 to the function h(x) = exp(izx) − 1 − izx (more precisely to its real and
imaginary parts) and using (C1) and (C2), we obtain that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

p

∣∣∣∣E exp(izS(η)
n (1/p))− E exp(izSn(1/p))− z2

2
∆V (η)

n,p

∣∣∣∣ = 0. (3.30)

Control of I2. Proceeding as in (3.24), we obtain that

p
z2

2

∣∣∣∆V (η)
n,p

∣∣∣ |1− E exp(izSn(1/p))| ≤ |z|3
2

p
(
VarSn(1/p) + VarS(η)

n (1/p)
)

(VarSn(1/p))1/2
.

This bound together with (C2) implies that

lim
p→+∞

lim sup
n→+∞

p
z2

2

∣∣∣∆V (η)
n,p

∣∣∣ |1− E exp(izSn(1/p))| = 0. (3.31)

Control of I3. From (3.26) and Condition (C2), we infer that

lim
p→+∞

lim sup
n→+∞

p

∣∣∣∣exp
(

z2

2
∆V (η)

n,p

)
−

(
1 +

z2

2
∆V (η)

n,p

)∣∣∣∣ = 0. (3.32)

Collecting (3.29), (3.30), (3.31) and (3.32), we obtain (3.28). Now (3.28) together with Theorem 1 implies
(1.11).

Proof of (1.12). Clearly

p
∣∣∣Cov

(
S(η)

n (1/p), Sn,η(1/p)
)∣∣∣ ≤ pE

(∣∣∣S(η)
n (1/p)Sn,η(1/p)

∣∣∣ 1I|Sn,η(1/p)|>ν2

)
(3.33)

+ pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I|S(η)

n (1/p)|≥ν
|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)

+ pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I−ν<S

(η)
n (1/p)≤ν

|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)
.
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Applying Hölder’s inequality, we obtain that

pE
(∣∣∣S(η)

n (1/p)Sn,η(1/p)
∣∣∣ 1I|Sn,η(1/p)|>ν2

)
≤

(
pE

(
S(η)2

n (1/p)
))1/2 (

pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|>ν2

))1/2
.

The last inequality together with (C1) and (C2) implies that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

pE
(∣∣∣S(η)

n (1/p)Sn,η(1/p)
∣∣∣ 1I|Sn,η(1/p)|>ν2

)
= 0 . (3.34)

Some elementary estimations lead to

pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I|S(η)

n (1/p)|≥ν
|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)
≤ νpES(η)2

n (1/p).

The last bound together with (C2) yields

lim
ν→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I|S(η)

n (1/p)|≥ν
|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)
= 0. (3.35)

We now control the last term in (3.33). Applying Hölder’s inequality, we infer that

pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I−ν<S

(η)
n (1/p)≤ν

|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)

≤
[
pE

(
S(η)2

n (1/p)1I−ν<S
(η)
n (1/p)≤ν

)]1/2

[Vn,η(p)]1/2
. (3.36)

This bound together with (C2) and (C3) implies that

lim
ν→0

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

pE
(∣∣∣S(η)

n (1/p)
∣∣∣ 1I−ν<S

(η)
n (1/p)≤ν

|Sn,η(1/p)| 1I|Sn,η(1/p)|≤ν2

)
= 0. (3.37)

Combining (3.34), (3.35), (3.37) and (3.33) we obtain (1.12).

Proof of (1.13). from Theorem 1, (1.10) and (1.11), we infer that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣exp
(

z2

2
Vn,p,η

)
E exp(izSn)− E exp(izS̃n,η)E exp(izS̃(η)

n )
∣∣∣∣ = 0,

where Vn,p,η = Vn(p)− V
(η)
n (p)− Vn,η(p). Hence (1.13) will be proved if we prove that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

(
Vn(p)− V (η)

n (p)− Vn,η(p)
)

= 0 .

This follows from (1.12) and the fact that

Vn(p)− V (η)
n (p)− Vn,η(p) = 2pCov

(
S(η)

n (1/p), Sn,η(1/p)
)

.
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3.4. Sufficient conditions for (C1)

Lemma 5. Let (Xi,n)i∈N,n∈N be an array of stationary and centered real valued random variables, and define
S∗n,η(1/p) = max1≤k≤[n/p] |

∑k
i=1 Xi,n(η)|. For any positive integers N , p and any ε > 0, η > 0, we have

pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥2ε

) ≤ 8p

[n/p]∑

k=1

Cov
(
(Sk−N,n(η)− ε)+ − (−Sk−N,n(η)− ε)+ , Xk,n(η)

)

+ 16ε−1Np
(
Var

([n/p]∑

k=1

X2
k,n(η)

))1/2 (
ES∗2n,η(1/p)

)1/2

+ 16Nε−2nEX2
0,n(η)ES∗2n,η(1/p). (3.38)

Proof of Lemma 5. For any real x and any positive ε, we have x21I|x|≥2ε ≤ 4(|x|− ε)2+, where x+ = max(x, 0).
Hence

pE
(
S2

n(1/p)1I|Sn(1/p)|≥2ε

) ≤ 4pE (|Sn(1/p)| − ε)2+ . (3.39)

We first evaluate pE (Sn(1/p)− ε)2+. Proceeding as in [27], page 52, we have that

(Sn(1/p)− ε)2+ ≤ 2
[n/p]∑

k=1

(Sk−1,n − ε)+ Xk,n +
[n/p]∑

k=1

X2
k,n1IS∗k,n>ε, (3.40)

where S∗i,n = max1≤j≤i |Sj,n|. Since
∣∣∣(Si,n − ε)+ − (Si−1,n − ε)+

∣∣∣ ≤ |Xi,n|1IS∗i,n>ε we obtain that

pE (Sn(1/p)− ε)2+ ≤ 2p

[n/p]∑

k=1

Cov
(
(Sk−N,n − ε)+ , Xk,n

)
(3.41)

+ 2p

[n/p]∑

k=1

k∑

i=k−N+1

E
(|Xk,nXi,n|1IS∗n(1/p)>ε

)
.

To control the second term on right hand in (3.41), note that

2p

[n/p]∑

k=1

k∑

i=k−N+1

E
(|Xk,nXi,n|1IS∗n(1/p)>ε

) ≤ 2Np

[n/p]∑

k=1

E
(
X2

k,n1IS∗n(1/p)>ε

)
, (3.42)

due to the fact that 2|Xk,n||Xi,n| ≤ X2
k,n + X2

i,n. Of course the same arguments apply to pE (−Sn(1/p)− ε)2+,
and we obtain from (3.39), (3.41) and (3.42) that

pE
(
S2

n(1/p)1I|Sn(1/p)|≥2ε

) ≤ 8p

[n/p]∑

k=1

Cov
(
(Sk−N,n − ε)+ − (−Sk−N,n − ε)+ , Xk,n

)

+ 16Np

[n/p]∑

k=1

E
(
X2

k,n1IS∗n(1/p)>ε

)
. (3.43)

To prove Lemma 5, we shall apply (3.43) to the array Xk,n(η). Note first that

p

[n/p]∑

k=1

E
(
X2

k,n(η)1IS∗n,η(1/p)>ε

)
≤ I + II , (3.44)
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where

I = p

[n/p]∑

k=1

E
([

X2
k,n(η)− E (

X2
k,n(η)

)]
1IS∗n,η(1/p)>ε

)
and II = nE

(
X2

0,n(η)
)
P

(
S∗n,η(1/p) > ε

)
.

It is not hard to see that

|I| ≤ pE
∣∣∣
[n/p]∑

k=1

[
X2

k,n(η)− E
(
X2

k,n(η)
)]∣∣∣1IS∗n,η(1/p)>ε

≤ p
(
Var

([n/p]∑

k=1

X2
k,n(η)

))1/2(
P
(
S∗n,η(1/p) > ε

))1/2

≤ p

ε

(
Var

([n/p]∑

k=1

X2
k,n(η)

))1/2(
ES∗2n,η(1/p)

)1/2

. (3.45)

To control II, we apply Markov’s inequality:

nE(X2
0,n(η))P(S∗n,η(1/p) > ε) ≤ n

ε2
E(X2

0,n(η))ES∗2n,η(1/p) . (3.46)

Collecting Inequalities (3.44), (3.45) and (3.46), we obtain the bound

p

[n/p]∑

k=1

E(X2
k,n(η)1IS∗n,η(1/p)>ε) ≤

p

ε

(
Var

([n/p]∑

k=1

X2
k,n(η)

))1/2(
ES∗2n,η(1/p)

)1/2

+
n

ε2
EX2

0,n(η)ES∗2n,η(1/p). (3.47)

Lemma 5 follows by applying (3.43) to the array (Xk,n(η)) and by using (3.47).

3.5. Sufficient conditions for (C3).

The following lemma, which is an analogue of Lemma 3.2 in [17], is a tool in order to check the limit in (1.8).
In fact it controls pEh(S(η)

n (1/p)).

Lemma 6. Let (Xi,n) be a triangular array of stationary real valued random variables. Let h be a fixed function
of the set FC . Then, for any positive integers p, N and any positive number η, we have

|pEh(S(η)
n (1/p))− p[n/p]E(h(S(η)

N,n)− h(S(η)
N−1,n))|

≤ CNp
(
E(S(η)

N−1,n)2 + E(S(η)
N,n)2

)
+ Cp

[n/p]−N∑

k=0

E(|S(η)
k,nX

(η)
k+N,n|) . (3.48)

Remark. A maximal inequality is useful in order to control the second term on right hand in (3.48). In fact

p

[n/p]−N∑

k=0

E(|S(η)
k,nX

(η)
k+N,n|) ≤ p

[n/p]−N∑

k=0

Cov(|S(η)
k,n|, |X(η)

k+N,n|) + E( max
1≤k≤[ n

p ]
|S(η)

k,n|)
2n

η
EX2

0,n. (3.49)
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Proof of Lemma 6. Clearly we have the two decompositions

Eh
(
S(η)

n (1/p)
)

= Eh(S(η)
N−1,n) +

[n/p]−N∑

k=0

E
(
h(S(η)

k+N,n)− h(S(η)
k+N−1,n)

)
and (3.50)

[n/p]E
(
h(S(η)

N,n)− h(S(η)
N−1,n)

)
= (N − 1)E

(
h(S(η)

N,n)− h(S(η)
N−1,n)

)
(3.51)

+
[n/p]−N∑

k=0

E
(
h(S(η)

k+N,n − S
(η)
k,n)− h(S(η)

k+N−1,n − S
(η)
k,n)

)
.

Applying Taylor’s expansion, we obtain that

E|(h(S(η)
k+N,n)− h(S(η)

k+N−1,n))− (h(S(η)
k+N,n − S

(η)
k,n)− h(S(η)

k+N−1,n − S
(η)
k,n))|

= E|S(η)
k,n

∫ 1

0

[h′(S(η)
k+N,n − uS

(η)
k,n)− h′(S(η)

k+N−1,n − uS
(η)
k,n)]du| ≤ CE|S(η)

k,nX
(η)
k+N,n| . (3.52)

Lemma 6 follows by combining (3.50), (3.51) and (3.52).

4. Proofs for associated sequences

We first recall some well known inequalities for associated sequences. We begin with Newman’s inequality
(cf. [22]).

Lemma 7. Let (Un) be a sequence of stationary and centered associated random variables with E(U2
1 ) < +∞.

Then, for any real number z,

∣∣∣E
(
exp

(
iz

n∑

j=1

Uj

))
−

n∏

j=1

(
E exp(izUj)

)∣∣∣ ≤ z2

2

[
E

( n∑

i=1

Ui

)2

− nVarU1

]

We next recall two maximal inequalities due to Newman and Wright (cf. [24]).

Lemma 8. Let (Xn) be a centered sequence of associated random variables with finite second moment. Let
Sn = X1 + . . . + Xn, S∗n = max0≤k≤n |Sk| and s2

n = Var(Sn). The following inequalities hold

E
(
S∗2n

) ≤ 2s2
n (4.1)

P (S∗n ≥ λsn) ≤ 2P
(
|Sn| ≥ (λ−

√
2)sn

)
, for any λ > 0. (4.2)

We shall also use on several occasions the following covariance inequality due to Birkel (cf. [4]). For any
function h from Rk to R, denote by Lip(h) = supx 6=y |h(x)− h(y)|/‖x− y‖1, where ‖x− y‖1 =

∑n
i=1 |xi − yi|.

Lemma 9. Let (Xi,n)i∈N,n∈N be an array of associated real valued random variables. Then for all finite subsets
I, J of N, we have that

|Cov(h(Xi,n, i ∈ I), k(Xj,n, j ∈ J))| ≤
∑

i∈I

∑

j∈J

Lip(h)Lip(k)Cov(Xi,n, Xj,n) . (4.3)

4.1. Main ingredients for the proofs of Theorem 2 and 3

In order to prove Theorems 2 and 3, we need some auxiliary results.
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Lemma 10. Let (Xi,n)i∈N,n∈N be an array of stationary centered and associated real valued random variables,
with finite second moment. Then

Vn(p) ≤ Var Sn(1), 0 ≤ Vn,η(p) ≤ Vn(p), 0 ≤ V (η)
n (p) ≤ Vn(p), (4.4)

recall that Vn(p), Vn,η(p), V (η)
n (p) are defined as in Proposition 1. Suppose moreover that Conditions (2.2), (2.3)

are satisfied then

lim
n→+∞

VarSn(1) = F (∞), lim
p→+∞

lim sup
n→+∞

∣∣pE (
S2

n(1/p)
)− F (∞)

∣∣ = 0. (4.5)

Proof of Lemma 10. The random variables X
(η)
i,n , Xi,n(η) are nondecreasing and 1-Lipshitz functions of Xi,n.

We infer from (P4) in [10] that the sequences (X(η)
i,n )i, (Xi,n(η))i are still associated. This fact together with

Lemma 9 yields

0 ≤ Cov
(
X

(η)
0,n, X

(η)
i,n

)
≤ Cov (X0,n, Xi,n) (4.6)

0 ≤ Cov (X0,n(η), Xi,n(η)) ≤ Cov (X0,n, Xi,n) (4.7)

from which we deduce the inequalities in (4.4). We now prove the first limit in (4.5). Clearly

VarSn(1) = nE(X2
0,n) + 2

n−1∑
r=1

(n− r)Cov(X0,n, Xr,n). (4.8)

Hence

∣∣∣VarSn(1)− nE(X2
0,n)− 2n

N−1∑
r=1

Cov(X0,n, Xr,n)
∣∣∣ ≤ 2n

n∑

r=N

Cov(X0,n, Xr,n) + 2
N−1∑
r=1

rCov(X0,n, Xr,n). (4.9)

The last inequality together with Conditions (2.2), (2.3) and the asymptotic negligibility of (X0,n) prove the
first limit in (4.5). The second limit follows from analogous estimations.

Lemma 11. Let (Xi,n, i ∈ N, n ∈ N) be an array of stationary centered and associated real valued random
variables. Suppose that limn→+∞ IE(X2

0,n) = 0. If Conditions (2.2), (2.3) are satisfied then Condition (1.1) is
also satisfied.

Proof of Lemma 11. We prove (1.1) for t = 1, the proof for any t ∈ [0, 1] being unchanged. Clearly

|E (exp(izSn,n))− (E(exp(izSn(1/p))))p| ≤
∣∣E (exp(izSn,n))− (

E(exp(izSp[n/p],n))
)∣∣ (4.10)

+
∣∣E(exp(izSp[n/p],n))− (E (exp(izSn(1/p))))p∣∣ .

To control the first term on right hand, write

∣∣E (exp(izSn,n))− (
E(exp(izSp[n/p],n))

)∣∣ ≤ |z|pE|X0,n|. (4.11)

To control the second term on right hand in (4.10), we use Lemma 7

∣∣E (
exp(izSp[n/p],n)

)− (E(exp(izSn(1/p))))p∣∣ ≤ z2

2
[
Var

(
Sp[n/p],n

)− pVarSn(1/p)
]

≤ z2

2
[Var (Sn,n)− pVarSn(1/p)] . (4.12)
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the last inequality is true since (Var (Sk,n))k is nondecreasing, due to the association. Now, collecting Inequalities
(4.10), (4.11), (4.12) and using Lemma 10 together with the asymptotic negligebility of (X0,n), we infer that
(1.1) of Theorem 1 holds. Lemma 11 is then proved.

The following lemma discusses the conditions under which associated sequences satisfy (C1).

Lemma 12. Let (Xi,n)i∈N,n∈N be an array of stationary centered and associated real valued random variables,
with finite second moment. If Conditions (2.2), (2.3) are satisfied, then for any ε > 0,

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥2ε

)
= 0. (4.13)

The limit in (4.13) remains true if instead of lim
η→0

lim sup
p→+∞

, we write lim
p→+∞

lim sup
η→0

.

Proof of Lemma 12. We start from (3.38). We first control the first term on right hand in (3.38). Since the
nondecreasing function x → (x− ε)+ is 1-Lipshitz, the association property (cf. Lemma 9) and the stationarity
lead to

p

[n/p]∑

k=1

Cov
(
(Sk−N,n(η)− ε)+ , Xk,n(η)

)
≤ p

[n/p]∑

k=1

Cov (Sk−N,n(η), Xk,n(η)) (4.14)

≤ n

[n/p]∑

r=N

Cov (Xr,n(η), X0,n(η)) .

Since the sequence (−Xr,n) is still associated, the same bound is true for

p

[n/p]∑

k=1

Cov
(
(−Sk−N,n(η)− ε)+ ,−Xk,n(η)

)
.

We now control the second term on right hand in (3.38). The function x → f2
η (x) being 2η-lipshitz, Lemma 9

applied to the associated sequence (Xi,n(η))i leads to

∣∣Cov
(
X2

i,n(η), X2
j,n(η)

)∣∣ ≤ 4η2Cov (Xi,n(η), Xj,n(η)) , for i, j ∈ N

Hence Var(
∑[n/p]

k=1 X2
k,n(η)) ≤ 4η2Var(Sn,η(1/p)), which implies that

(
pVar

([n/p]∑

k=1

(X2
k,n(η))

))1/2

≤ 2η
√

pVn,η(p) (4.15)

(recall that Vn,η(p) = pVar Sn,η(1/p)). Finally, we control the last term on right hand in (3.38). From Lemma
8 and some elementary estimations, we infer that

nE
(
X2

0,n(η)
) ≤ nE

(
X2

0,n

)
, and E

(
S∗2n,η(1/p)

) ≤ 2
Vn,η(p)

p
. (4.16)

Inequalities (4.14), (4.15), (4.16) and (3.38) imply that

pE
(
S2

n,η(1/p)1I|Sn,η(1/p)|≥2ε

)

≤ 16n

[n/p]∑

r=N

Cov (Xr,n(η), X0,n(η)) + 32
√

2ε−1NηVn,η(p) + 16Nε−2nE
(
X2

0,n

) Vn,η(p)
p

. (4.17)
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This bound together with Lemma 10 implies Lemma 12.

We now discuss sufficient Conditions for (C3) and (1.8) under association.

Lemma 13. Let (Xi,n)i∈N, n∈N be an array of stationary centered, associated real valued random variables, with
finite second moment such that EX2

0,n tends to 0 as n goes to infinity. Suppose that there exists a nondecreasing

sequence of positive integers (Ni)i∈N∗ converging to N
(a)
0 (X) such that B′(Ni) holds for any i in N∗. Suppose

moreover that Conditions (2.5) and (2.6) hold. Then there exists a distribution function G fulfilling (2.7) and
such that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pE
(
S(η)2

n (1/p)1I
S

(η)
n (1/p)≤x

)
−G(x)

∣∣∣ = 0,

for any x point of continuity of G.

Proof of Lemma 13. We use the same arguments as in the end of the proof of Proposition 3 in [8]. Condition
B’(N) and the fact that nES

(η)2
N,n is uniformly bounded over n and η imply that, for any bounded and continuous

function g,

lim
η→0

lim sup
n→+∞

∣∣∣∣nE
(
S

(η)2
N,n g(S(η)

N,n)
)
− nE

(
S

(η)2
N−1,ng(S(η)

N−1,n)
)
−

∫
g(x)dFN (x)

∣∣∣∣ = 0. (4.18)

On the other hand, combining (3.49), (4.3) and (4.1) we obtain that

p

[n/p]∑

k=0

E(|S(η)
k,nX

(η)
k+N,n|) ≤ n

n∑

k=N

Cov(X(η)
0,n, X

(η)
k,n) +

2n

η
EX2

0,n

√
2Var(S(η)

n (1/p)).

This bound together with (4.18), Lemmas 6 and 10 and the asymptotic negligebility of ES
(η)2
N,n , implies that

lim sup
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣pE
(
S(η)2

n (1/p)g(S(η)
n (1/p)

)
−

∫
g(x)dFN (x)

∣∣∣∣ ≤ CR(a)(N), (4.19)

where g is three times differentiable with compactly supported derivatives, (R(a)(N))N denotes the nonincreasing
sequence defined as in (2.4) and C is a positive constant. Let (Ni)i be a nondecreasing sequence converging to
N

(a)
0 (X). From (4.19), we infer that

for j ≥ i,

∣∣∣∣
∫

g(x)dFNi(x)−
∫

g(x)dFNj (x)
∣∣∣∣ ≤ 2CR(a)(Ni).

From this inequality and Condition (2.5), we infer that
∫

g(x)dFNi(x) converges to some limit L(g). This fact
together with (4.19) ensures that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣pE
(
S(η)2

n (1/p)g(S(η)
n (1/p)

)
− L(g)

∣∣∣ = 0. (4.20)

The last limit proves that L(g) ≥ 0 if g is nonnegative, L(f + g) = L(g) + L(f) and L(αf) = αL(f). From
(2.5) and (2.6), we infer that L(1) is finite. Using Riesz’s representation theorem, we conclude that there exists
a distribution function G, for which L(g) =

∫
gdG for any g as defined in (4.19). This fact together with (4.20)

implies that

lim
η→0

lim sup
p→+∞

lim sup
n→+∞

∣∣∣∣pE
(
S(η)2

n (1/p)g(S(η)
n (1/p))

)
−

∫
gdG

∣∣∣∣ = 0. (4.21)

From estimations similar to those used in the inequality (5.1) in Section 5.1 in [8], we infer that (4.21) still holds
for g(y) = 1Iy≤x where x is a point of continuity of G. Lemma 13 is proved.
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4.2. A tool for the convergence of the finite dimensional distributions under association.

We consider the following inequality, which is more general than association,

|Cov(h(Xi,n, i ∈ I), k(Xj,n, j ∈ J))| ≤
∑

i∈I

∑

j∈J

Lip(h)Lip(k)|Cov(Xi,n, Xj,n)|, (4.22)

for all disjoint subsets I, J of N and for all real valued functions h, k such that Lip(h) and Lip(k) are finite ;
recall that Lip(h) is defined as in Lemma 9.

Gaussian, associated or negatively dependent random variables fulfill the inequality (4.22) (see for instance
[4], [5] or [9]). Recall that the triangular array (Xi,n)i∈N is negatively dependent if for each n and for all
coordinatewise nondecreasing real-valued functions h and k

Cov(h(Xi,n, i ∈ A), k(Xi,n, i ∈ B)) ≤ 0,

holds for all finite and disjoint subsets A and B of N. We refer to [18] for more about this notion of negative
dependence.

Lemma 14. Let (Ui,n)i,n be a triangular array of random variables having finite variance and satisfying (4.22)
for each fixed n. Let N be a fixed positive integer. Suppose that for each 1 ≤ i ≤ N , (Ui,n)n converges in
distribution to some random variable Yi. If moreover

lim
n→+∞

Cov(Ui,n, Uj,n) = 0, for all i 6= j, (4.23)

then (U1,n, . . . , UN,n) converges in distribution to the N -tuple with independent components (Y1, . . . , YN ).

Proof of Lemma 14. Let φn(α1, . . . , αN ), φj,n(α) and φ̃j(α) be the characteristic functions of (U1,n, . . . , UN,n),
Uj,n and Yj , respectively. We deduce, using the inequality (4.22)

∣∣∣∣∣∣
φn(α1, . . . , αN )−

N∏

j=1

φj,n(αj)

∣∣∣∣∣∣
≤ 4

∑

1≤i 6=j≤N

|αiαj | |Cov(Ui,n, Uj,n)| (4.24)

(the analogous inequality under association is stated in Lemma 7). Some elementary estimations (cf. (3.22))
lead to ∣∣∣∣∣∣

N∏

j=1

φj,n(αj)−
N∏

j=1

φ̃j(αj)

∣∣∣∣∣∣
≤

∑

1≤j≤N

|φj,n(αj)− φ̃j(αj)| . (4.25)

Collecting (4.24) and (4.25), we obtain that

∣∣∣∣∣∣
φn(α1, . . . , αN )−

N∏

j=1

φ̃j(αj)

∣∣∣∣∣∣
≤ 4

∑

1≤i 6=j≤N

|αi||αj | |Cov(Ui,n, Uj,n)|+
∑

1≤j≤N

|φj,n(αj)− φ̃j(αj)|. (4.26)

Now tending n to infinity in the last inequality, and using the assumptions of Lemma 14, we obtain that

lim
n→+∞

∣∣∣∣∣∣
φn(α1, . . . , αN )−

N∏

j=1

φ̃j(αj)

∣∣∣∣∣∣
= 0 ,

which completes the proof of Lemma 14.
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4.3. A tool for the tightness property under association

Proposition 5. Let (Xi,n, i ∈ N, n ∈ N) be an array of centered, stationary and associated real valued random
variables with finite second moment. Recall that Vn(1/δ) = 1

δ Var Sn(δ). For any positive numbers ε, a there
exists a positive constant K depending only on ε and a such that

1
δ
P

(
sup

0≤t≤s≤δ
|Sn(t)| ∧ |Sn(s)− a| ≥ 2ε, |Sn(δ)− a| ≤ ε

)
≤ Kn

n∑
r=1

Cov (X0,n, Xr,n)+K
√

δnE(X2
0,n)

√
Vn(1/δ).

Proof of Proposition 5. Let fa and ga be defined as in Lemma 5 in [8]. The function ga is nonnegative, two
times continuously differentiable, ga(x) = 1 if |x− a| ≤ ε and ga(x) = 0 if |x− a| ≥ 3ε/2. The function fa(x, y)
is defined by fa(x, y) = hε(x)kε(y), where hε and kε are nonnegative, bounded by 1, lipchitz functions fulfilling

hε(x) = 1, if |x| ≥ 2ε and hε(x) = 0 if |x| ≤ ε

kε(y) = 1, if |y − a| ≥ 2ε and kε(y) = 0 if |y − a| ≤ 3ε

2
.

Note that we always have fa(x, y)ga(y) = 0. Clearly

1
δ
P

(
sup

0≤t≤s≤δ
|Sn(t)| ∧ |Sn(s)− a| ≥ 2ε, |Sn(δ)− a| ≤ ε

)
≤ 1

δ
E

(
f∗([nδ])ga(S[nδ],n)

)
, (4.27)

where f∗(k) = max{fa(Si,n, Sj,n), 1 ≤ i ≤ j ≤ k}. In order to evaluate the right hand side of the last inequality,
we start from the equality (5.46) in [8].

f∗([nδ])ga(S[nδ],n) =
[nδ]∑

k=1

f∗(k − 1) [ga(Sk,n)− ga(Sk−1,n)−Xk,ng′a(Sk−1,n)]

+
[nδ]∑

k=1

Xk,nf∗(k − 1)g′a(Sk−1,n) = In,δ + IIn,δ (4.28)

Control of E(In,δ). Let X∗
k,n be a random variable having the same law as Xk,n and independent of the

sequence (Xk,n)k,n. Define Hk−1,n(x) = ga(Sk−1,n + x)− ga(Sk−1,n)− xg′a(Sk−1,n). Clearly

f∗(k − 1)Hk−1,n(Xk,n) = f∗(k − 1)(Hk−1,n(Xk,n)−Hk−1,n(X∗
k,n)) + f∗(k − 1)Hk−1,n(X∗

k,n) . (4.29)

Let us control the first term on the right hand of the last inequality. The function x → Hk−1,n(x) is one time
continuously differentiable, hence

Hk−1,n(Xk,n)−Hk−1,n(X∗
k,n) =

∫ (
1Ix≤Xk,n

− 1Ix≤X∗
k,n

)
H ′

k−1,n(x)dx .

Since Xk,n and X∗
k,n have the same distribution, we infer that

E
(
f∗(k − 1)(Hk−1,n(Xk,n)−Hk−1,n(X∗

k,n))
)

=
∫

Cov
(
1Ix≤Xk,n

− 1Ix≤X∗
k,n

,H ′
k−1,n(x)f∗(k − 1)

)
dx (4.30)

Define h(X1,n, . . . , Xk−1,n) = H ′
k−1,n(x)f∗(k − 1) = [g′a(Sk−1,n + x)− g′a(Sk−1,n)] f∗(k − 1). It is not hard to

check that the function h is coordinatewise K lipshitz, for some K depending only on a and ε. This fact together
with the association property of the vector

(
1Ix≤Xk,n

, X1,n, . . . , Xk−1,n

)
ensures that

∣∣Cov
(
1Ix≤Xk,n

, H ′
k−1,n(x)f∗(k − 1)

)∣∣ ≤ KCov
(
1Ix≤Xk,n

, Sk−1,n

)
.
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The last inequality together with (4.30), Fubini’s lemma and the fact that

Xk,n −X∗
k,n =

∫ (
1Ix≤Xk,n

− 1Ix≤X∗
k,n

)
dx

leads to

∣∣E (
f∗(k − 1)

[
Hk−1,n(Xk,n)−Hk−1,n(X∗

k,n)
])∣∣ ≤ KCov (Xk,n, Sk−1,n) . (4.31)

In order to control E
(
f∗(k − 1)Hk−1,n(X∗

k,n)
)
, we note that |Hk−1,n(x)| ≤ ‖g′′a‖∞x2 and we use the indepen-

dence between X∗
k,n and the sequence (Xk,n)k,n. We obtain that

∣∣E (
f∗(k − 1)Hk−1,n(X∗

k,n)
)∣∣ ≤ ‖g′′a‖∞E (f∗(k − 1))E(X∗2

k,n).

Bearing in mind the definition of fa and applying Lemma 8 we obtain that

E (f∗(k − 1)) ≤ CεE
(
S∗k−1,n

) ≤
√

2Cε (Var Sk−1,n)1/2
,

where Cε denotes some positive constant depending only on ε which may be different from line to line. Conse-
quently ∣∣E (

f∗(k − 1)Hk−1,n(X∗
k,n)

)∣∣ ≤ Cε‖g′′a‖∞ (Var Sk−1,n)1/2 E(X2
k,n). (4.32)

From (4.31), (4.32) and (4.29), we infer that

|E(In,δ)| ≤ K

[nδ]∑

k=1

Cov (Xk,n, Sk−1,n) + ‖g′′a‖∞Cε

[nδ]∑

k=1

(Var Sk−1,n)1/2 E(X2
k,n)

≤ Kδn

n∑
r=1

Cov (X0,n, Xr,n) + ‖g′′a‖∞CεnδE(X2
0,n)

(
VarS[nδ],n

)1/2
. (4.33)

The last inequality holds since the sequence (Var Sk,n) is nondecreasing in k, for each fixed n (this is due to
the association).

Control of E(IIn,δ). Define the function h by h(X1,n, . . . , Xk−1,n) = f∗(k − 1)g′a(Sk−1,n). It is easy to see
that this function is coordinatewise K-lipshitz, for some K depending only on a and ε. Lemma 9 implies that
|Cov(Xk,n, f∗(k − 1)g′a(Sk−1,n))| ≤ KCov(Xk,n, Sk−1,n). We infer that

|E(IIn,δ)| ≤ K

[nδ]∑

k=1

Cov(Xk,n, Sk−1,n) . (4.34)

Proposition 5 follows from (4.27), (4.28), (4.33) and (4.34).
We have now all the ingredients for the proofs of Theorems 2 and 3.

4.4. Proof of Theorem 2

Proof of (2.7). The existence of the distribution function G as described by (2.7) is a consequence of Lemma
13.

Proof of the convergence in distribution of Sn(t) for t ∈ [0, 1]. It suffices to prove this statement for t = 1. We
shall use Theorem 1, Proposition 1 and Lemma 13. Condition (1.1) follows from (2.2) and (2.3) (cf. Lemma
11). Conditions (C1) and (C2) are satisfied using respectively Lemmas 12 and 10. Condition (C3) follows from
Lemma 13, since by assumption the function G is continuous at 0.



TITLE WILL BE SET BY THE PUBLISHER 29

Hence (1.1), (C1), (C2) and (C3) are satisfied under the assumptions of Theorem 2 (i.e. under (2.2), (2.3),
B’(N), (2.5), (2.6) and the continuity of G at 0.) Theorem 1 and Proposition 1 apply: Sn(1) converges in
distribution to the probability µ1

F , if and only if F fulfills (1.8). In view of Lemmas 13 and 10, Condition (1.8)
holds for

F (x) = G(x) + 1I0≤x(F (∞)−G(∞)). (4.35)

This implies that Sn(1) converges in distribution to the probability µ1
F , where F is defined by (4.35).

Proof of the convergence of the finite dimensional distributions. This proof is a consequence of the following
lemma

Lemma 15. Let (Xi,n)i∈N,n∈N be an array of centered, stationary and associated real valued random variables
such that E(X2

0,n) tends to 0 as n goes to infinity. Suppose that Conditions (2.2) and (2.3) hold. If moreover
Sn(t) converges in distribution to the probability measure µt

F for any t ∈ [0, 1], then the finite dimensional
distributions of the process {Sn(t), t ∈ [0, 1]} converge to those of the Lévy process with law µF .

Proof of Lemma 15. Let 0 = t−1 ≤ t0 ≤ . . . ≤ tm ≤ tm+1 = 1 be fixed. Our aim is to apply Lemma 14 to
the associated sequence Ui,n = (Sn(ti)−Sn(ti−1)) for i ≥ 0. From the assumptions of Lemma 15, we infer that
Ui,n converges in distribution to µ

ti−ti−1
F for any 0 ≤ i ≤ m + 1. To prove Lemma 15, it suffices then to check

the limit (4.23). Define

AN (n) = nE(X2
0,n) + 2n

N−1∑
r=1

Cov(X0,n, Xr,n).

Using the same arguments as in Lemma 10, we infer from Conditions (2.2), (2.3) and the asymptotic negligibility
of (X0,n) that

lim
N→+∞

lim sup
n→+∞

|Var (Sn(ti)− Sn(ti−1))− (ti − ti−1)AN (n)| = 0. (4.36)

Since Sn(1) =
∑m+1

i=0 Ui,n, we have that

2
∑

0≤i 6=j≤m+1

Cov(Ui,n, Uj,n) = VarSn(1)−
m+1∑

i=0

Var Ui,n,

and consequently

2
∑

0≤i 6=j≤m+1

Cov(Ui,n, Uj,n) ≤ |VarSn(1)−AN (n)|+
m+1∑

i=0

|VarUi,n − (ti − ti−1)AN (n)| ,

and (4.23) follows from (4.36), (2.3) and (4.5). Applying Lemma 14, we conclude that the m + 1-tuple
(Sn(t0), Sn(t1)−Sn(t0), .., Sn(tm)−Sn(tm−1)) converges in distribution to (Y (t0), . . . , Y (tm)−Y (tm−1)), where
the process (Y (t))t≥0 has independent components and Y (ti+1)− Y (ti) is distributed as µ

ti+1−ti

F .

4.5. Proof of Theorem 3 and Corollary 2

Convergence of the finite dimensional distributions. This follows from Theorem 2.

The tightness property. According to Lemma 5 in [8] the process {Sn(t), t ∈ [0, 1]} is tight in D([0, 1]) as soon
as

lim
δ→0

lim sup
n→+∞

1
δ
P

(
sup

0≤t≤s≤δ
|Sn(t)| ∧ |Sn(δ)− Sn(s)| ≥ 4ε

)
= 0. (4.37)

Let η be a fixed positive real number. Recall that fη(x) = (x ∧ η) ∨ (−η) is a nondecreasing and 1-lipshitz
function and that

Sn(s) =
[ns]∑

i=0

Xi,n(η) +
[ns]∑

i=0

X
(η)
i,n = Sn,η(s) + S(η)

n (s) .
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Consequently

|Sn(t)| ∧ |Sn(δ)− Sn(s)| ≤
∣∣∣S(η)

n (t)
∣∣∣ ∧

∣∣∣S(η)
n (δ)− S(η)

n (s)
∣∣∣ + |Sn,η(t)| ∨ |Sn,η(δ)− Sn,η(s)|

We infer that

P
(

sup
0≤t≤s≤δ

|Sn(t)| ∧ |Sn(δ)− Sn(s)| ≥ 4ε

)
≤ Iη,n(δ) + Jη,n(δ) + Kη,n(δ) (4.38)

where

Iη,n(δ) = P
(

sup
0≤t≤s≤δ

∣∣∣S(η)
n (t)

∣∣∣ ∧
∣∣∣S(η)

n (δ)− S(η)
n (s)

∣∣∣ ≥ 3ε

)

Jη,n(δ) = P
(

sup
0≤t≤δ

|Sn,η(t)| ≥ ε

)

Kη,n(δ) = P
(

sup
0≤s≤δ

|Sn,η(δ)− Sn,η(s)| ≥ ε

)

Control of Iη,n(δ). The sequence (X(η)
i,n ) is still associated (see the proof of Lemma 10). From (4.4) and (4.5)

of Lemma 10, we infer that

lim sup
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
Var

(
S(η)

n (δ)
)
≤ lim sup

δ→0
lim sup
n→+∞

1
δ
Var (Sn(δ)) < ∞ .

Hence, applying Proposition 5 to the associated sequence (X(η)
i,n ), we obtain that

lim sup
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
P

(
sup

0≤t≤s≤δ

∣∣∣S(η)
n (t)

∣∣∣ ∧
∣∣∣S(η)

n (s)− a
∣∣∣ ≥ 2ε,

∣∣∣S(η)
n (δ)− a

∣∣∣ ≤ ε

)

≤ K lim sup
η→0

lim sup
n→+∞

n

n∑
r=1

Cov
(
X

(η)
0,n, X(η)

r,n

)
, (4.39)

provided that Conditions (2.2) and (2.3) hold. Consequently, we infer from (2.8) that

lim
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
Iη,n(δ) = 0 . (4.40)

Control of Jη,n(δ). Using the same arguments as for (X(η)
r,n), we infer that the sequence (Xr,n(η)) is a se-

quence of bounded and associated random variables. We now apply (4.2) to the sequence (Xr,n(η)) with
λ = ε(VarSn,η(δ))−1/2. We obtain that

P
(

sup
0≤t≤δ

|Sn,η(t)| ≥ ε

)
≤ 2P

(
|Sn,η(δ)| ≥ ε−

√
2VarSn,η(δ)

)
. (4.41)

From (4.4) and (4.5) of Lemma 10, we infer that

lim sup
n→+∞

Var (Sn,η(δ)) ≤ lim sup
n→+∞

E
(
S2

n(δ)
)

< Cδ.

Hence, for n large enough and δ small enough, we have that

P
(
|Sn,η(δ)| ≥ ε−

√
2VarSn,η(δ)

)
≤ P

(
|Sn,η(δ)| ≥ ε

2

)
≤ 4

ε2
E

(
S2

n,η(δ)1I2|Sn,η(δ)|≥ε

)
. (4.42)
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Applying Lemma 12 with δ = 1/p, we obtain that

lim
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
E

(
S2

n,η(δ)1I|Sn,η(δ)|≥ ε
2

)
= 0,

provided that Conditions (2.2) and (2.3) hold. This fact, together with (4.41) and (4.42), implies that

lim
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
Jη,n(δ) = 0. (4.43)

Control of Kη,n(δ). Define S̃k,η =
∑k

i=0 Yi,n(η), with Yi,n(η) = X[nδ]−i,n(η). We have that

IP
(

sup
0≤s≤δ

|Sn,η(δ)− Sn,η(s)| ≥ ε

)
= IP

(
max

0≤k≤[nδ]−1
|S̃k,η| ≥ ε

)
.

Noting that S̃[nδ]−1,η = Sn,η(δ), we conclude that the term Kη,n(δ) is controlled exactly as Jη,n(δ). Hence we
get under Conditions (2.2) and (2.3) :

lim
δ→0

lim sup
η→0

lim sup
n→+∞

1
δ
Kη,n(δ) = 0. (4.44)

Collecting (4.38), (4.40), (4.43) and (4.44), we obtain (4.37) and Theorem 3 follows.

Proof of Corollary 2. From the first remark following Theorem 3, we infer that the assumptions of Corollary
2 imply the tightness of {Sn(t), t ∈ [0, 1]}. The weak convergence of the finite dimensional distributions follows
from Corollary 1, Newman’s inequality and Lemma 15. As it was noticed before, in the case Na,0(X) = 1, the
sequence (Sn(1)) behaves as the sum of i.i.d random variables distributed as X0,n. In fact, arguing as in the
proof of Lemma 11, we infer that

∣∣∣E exp(izSn(t)− (E (exp(izSm,n)))[[nt]/m]
∣∣∣ ≤ m|z|IE|X0,n|+ z2

2
n

n∑
r=1

Cov(X0,n, Xr,n) +
z2m

2
Var(X0,n). (4.45)

Consequently, if Na,0(X) = 1 then E = N∗.

4.6. Proofs of Corollaries 3 and 4

Proof of Corollary 3. In view of Proposition 3, it suffices to check Conditions (2.8) and (2.11) with λ = 0.
We deduce from (4.6) and some elementary estimations that, for any N > 0,

n

n∑
r=1

Cov
(
X

(η)
0,n , X(η)

r,n

)
≤ nNE

(
X2

0,n1I|X0,n|≥η

)
+ n

n∑

r=N

Cov (X0,n , Xr,n) .

Hence, we infer from (2.2) and (2.13) that, for any η > 0,

lim
n→+∞

n

n∑
r=1

Cov
(
X

(η)
0,n , X(η)

r,n

)
= 0,

so that (2.8) holds. Clearly E(X(η)2
0,n ) ≤ E(X2

0,n1I|X0,n|≥η), and Lindeberg’s Condition (2.13) implies that

limn→+∞ nE(X(η)2
0,n ) = 0 for any positive η. Consequently, (2.11) holds with λ = 0 and Corollary 3 follows.

Proof of Corollary 4. We first prove that, if (2.14) holds, then

lim
η→0

lim sup
n→+∞

nE
(
X2

0,n(η)
)

= 0. (4.46)
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Clearly

nE
(
X2

0,n(η)
) ≤ nE

(
X2

0,n1I|X0,n|≤η

)
+ η2nP (|X0,n| ≥ η) . (4.47)

From (2.14), the first term on right hand satisfies

lim
η→0

lim sup
n→+∞

nE
(
X2

0,n1I|X0,n|≤η

)
= 0. (4.48)

Let ε be any positive number greater than η. Clearly

η2nP (|X0,n| ≥ η) ≤ η2nP (|X0,n| ≥ ε) + η2nP (η ≤ |X0,n| ≤ ε) ≤ n
η2

ε2
E

(
X2

0,n

)
+ nE

(
X2

0,n1I|X0,n|≤ε

)
.

This bound combined with (4.48) and the uniform boundedness of (nE(X2
0,n))n imply that

lim
η→0

lim sup
n→+∞

η2nP (|X0,n| ≥ η) = 0 , (4.49)

and (4.46) follows from (4.47), (4.48) and (4.49).

Proof of 1. We have

n

n∑
r=1

Cov(X0,n, Xr,n) ≤ n

N∑
r=1

Cov(X(η)
0,n, X(η)

r,n) + 3N
(
nE

(
X2

0,n(η)
))1/2 (

nE
(
X2

0,n

))1/2

+ n

n∑

r=N

Cov(X0,n, Xr,n).

The last inequality proves that the limit in (2.9) can be deduced from (2.2), (2.8) and from (2.14) (which ensures
(4.46)).

Proof of 2. The proof of the second part of Corollary 4 is immediate from Corollary 2, but let us explain how
it can be deduced from the unifying Proposition 3. The limit in (2.9) is (2.2) with Na,0(X) = 1. Condition
(2.3) follows from (2.9) and from the second limit in (2.14) with F (∞) = λ. Clearly (2.8) follows from (4.6)
and (2.9). It remains to prove the limit in (2.11) and in (2.12) with σ2 = 0. The limit in (4.46), together with
standard estimations based on Hölder’s inequality, and the uniform boundedness of (nE(X(η)2

0,n ))n imply that

lim
η→0

lim sup
n→+∞

(nE(X2
0,n)− nE(X(η)2

0,n )) = 0. (4.50)

Combining (4.50) and (2.9), we obtain (2.12) with σ2 = 0.
Let us now check (2.11). Clearly

nE
(
X

(η)2
0,n (1 ∧ |X(η)

0,n − 1|)
)
≤ 2nE

(
X2

0,n(1 ∧ |X0,n − 1|)) + 2nE
(
X2

0,n(η)
)

+ 2ηnE
(
X2

0,n

)
.

This bound together with (2.14) and (4.46) implies that

lim
η→0

lim sup
n→+∞

nE
(
X

(η)2
0,n (1 ∧ |X(η)

0,n − 1|)
)

= 0. (4.51)

Hence (2.11) follows from (4.50), (4.51) and from the second limit in (2.14).
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5. On the rate of Poisson convergence

To prove Proposition 4, we shall use the following result, which applies to random variables satisfying only
(4.22)

Theorem 4. Let (Xi,n)i∈N,n∈N be an array of stationary and centered random variables, such that E(X2
0,n)

tends to 0 as n goes to infinity. Suppose that this triangular array satisfies the inequality (4.22) and that it
is uniformly bounded, say |X1,n| ≤ 1. For any λ > 0 and a ∈ IR denote by µa,λ the probability measure with
characteristic function obtained from (1.3) by taking F = λ1I[a,∞[. Then

sup
h∈B3

1(IR)

|E(h(Sn(1))− µa,λ(h)| ≤ nE
(
X2

0,n(1 ∧ |X0,n − a|)) + n

∣∣∣∣E(X2
0,n)− λ

n

∣∣∣∣

+ 2
n∑

i=1

i−1∑

j=1

|Cov (Xi,n, Xj,n)|+ nE
(
ε20,n(1 ∧ |ε0,n − a|)) , (5.1)

where ε0,n is a random variable with distribution µa,λ/n.

Proof of Proposition 4. We apply Theorem 4 to the centered sequence Xi,n = 1IXi>zn
− pn with a = 1

and λn = npn. This sequence satisfies the inequality (4.22) as soon as the original sequence (Xi)i is associated
(or negatively associated), since those properties as preserved under nondecreasing transformations (see [10]
and [18] respectively). Clearly

n

∣∣∣∣E(X2
0,n)− λn

n

∣∣∣∣ = np2
n (5.2)

nE
(
X2

0,n(1 ∧ |X0,n − 1|)) = n(1− pn)2p2
n + np2

n(1− pn) ≤ 2np2
n . (5.3)

It remains to control nE(ε20,n(1 ∧ |ε0,n − 1|)), when ε0,n has distribution µ1,pn . We have that

nE(ε20,n(1 ∧ |ε0,n − 1|)) = np2
ne−pn

(
1 + (1− pn)2 +

(2− pn)2(1− pn)
2

+
∞∑

k=3

(k − pn)2

k!
pk−2

n

)

≤ 6np2
n . (5.4)

Proposition 4 is proved by collecting Inequalities (5.1), (5.2), (5.3) and (5.4).

Proof of Theorem 4. We keep the same notations as in the proof of Proposition 10 in [8], with the choice
p = n in Notations 1 and 2 of this paper. In particular, if f is any function from IR to IR the functions fi−1,i+1

have been defined in Notations 2. We write fi−1,i+1 for fi−1,i+1(0).
Taking p = n in the equality (5.7) in [8] , we obtain that

|E(h(Vn,n)− h(Γ1))| ≤
∣∣∣∣∣

n∑

i=1

E
(
Xi,nh′i−1,i+1

)
∣∣∣∣∣ +

∣∣∣∣∣
n∑

i=1

E
(
(X2

i,n − ε2i,n)gi(a)
)
∣∣∣∣∣

+ nE
(
X2

0,n(1 ∧ |X0,n − a|)) + nE
(
ε20,n(1 ∧ |ε0,n − a|)) , (5.5)

where gi(x) =
∫ 1

0
(1− t)h′′i−1,i+1(tx)dt. Define

D1,n =

∣∣∣∣∣
n∑

i=1

E
(
Xi,nh′i−1,i+1

)
∣∣∣∣∣ and D2,n =

∣∣∣∣∣
n∑

i=1

E
(
(X2

i,n − ε2i,n)gi(a)
)
∣∣∣∣∣ .
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Control of D1,n. The triangular array (Xi,n) is independent of (εi,n) and ‖h′′‖∞ ≤ 1. Applying the inequality
(4.22) we obtain that

D1,n ≤
n∑

i=1

∣∣Cov
(
Xi,n, h′i−1,i+1

)∣∣ ≤
n∑

i=1

i−1∑

j=1

|Cov (Xi,n, Xj,n)| . (5.6)

Control of D2,n. Since nE(ε2i,n) = λ and Cov
(
ε2i,n, gi(a)

)
= 0, we infer that

D2,n ≤
∣∣∣∣∣

n∑

i=1

Cov
(
X2

i,n, gi(a)
)
∣∣∣∣∣ +

∣∣nE(X2
0,n)− λ

∣∣ .

Since |Xi,n| ≤ 1, X2
i,n may be seen as a 2-lipshitz function of Xi,n. Since ‖h′′′‖ ≤ 1, we infer that gi is an

1/2-lipshitz function of Xk,n for 1 ≤ k < i. Applying the inequality (4.22) we obtain that
∣∣∣∣∣

n∑

i=1

Cov
(
X2

i,n, gi(a)
)
∣∣∣∣∣ ≤

n∑

i=1

i−1∑

j=1

|Cov (Xi,n, Xj,n)| .

Finally,

D2,n ≤
n∑

i=1

i−1∑

j=1

|Cov (Xi,n, Xj,n)|+
∣∣nE(X2

0,n)− λ
∣∣ . (5.7)

Theorem 4 is proved by collecting Inequalities (5.5), (5.6) and (5.7).
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[28] K.I. Sato, Lévy processes and infinitely divisible distributions. Cambridge studies in advanced mathematics, 68 (1999).

[29] C.M. Stein, A bound for the error in the normal approximation to the distribution of a sum of dependent random variables,

in Proc. Sixth Berkeley Symp. Math. Statist. Probab. 3 Univ. California Press (1971) 583-602.


