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Abstract

Following Lindeberg’s approach, we obtain a new condition for a
stationary sequence of square-integrable and real-valued random vari-
ables to satisfy the central limit theorem. In the adapted case, this
condition is weaker than any projective criterion derived from Gordin’s
theorem (1969) about approximating martingales. Moreover, our cri-
terion is equivalent to the conditional central limit theorem, which
implies stable convergence (in the sense of Rényi) to a mixture of nor-
mal distributions. We also establish functional and triangular versions
of this theorem. From these general results, we derive sufficient condi-
tions which are easier to verify and may be compared to other results
in the literature. To be complete, we present an application to kernel
density estimators for some classes of discrete time processes.
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1 Introduction

In 1963 Rényi introduced the concept of stable convergence of random vari-

ables. This notion is more precise than convergence in distribution and may

be useful in several contexts, especially in connection with random normal-

ization (this fact was first pointed out by Smith (1945) in the particular

case of sums of Rademacher random variables). Aldous and Eagleson (1978)

made clear the equivalence between stability and weak-L1 convergence of

some functions of the variables, and proposed some powerful tools to estab-

lish stability of limit theorems. Further, adapting a result of McLeish (1974),

they gave sufficient conditions for a sequence of martingale differences to con-

verge stably to a mixture of normal distributions. Their results among many

others have been used and developed by Hall and Heyde (1980, Chapter 3)

to provide an elegant and rather complete contribution to martingale central

limit theory.

Some of these results have been extended to general sequences by pro-

viding strong enough conditions to ensure that the partial sums behave as-

ymptotically like a martingale. In this context, McLeish (1975b, 1977) used

the concept of mixingale, while Peligrad (1981) followed Gordin’s approach.

The common feature of these works is the application of Theorem 19.4 in

Billinglsey (1968): firstly they prove tightness of the partial sum process and

secondly they identify the limit by using a suitable characterization of the

Wiener process. They obtain mixing convergence of the partial sum process

to a Brownian motion, which coincides with stable convergence provided that

the conditional variance of the partial sums with respect to the past σ-algebra

is asymptotically constant (cf. Remark 5, Section 2 for the relation between

stability and mixing).

In this paper we focus on the central limit question for strictly stationary

sequences indexed by Z. We propose in Theorem 1 a simple criterion which

implies stable convergence of the normalized partial sums to a mixture of

normal distributions. More precisely, we show that this criterion is necessary

and sufficient to obtain a stronger result than stable convergence. We shall

see that this new type of convergence to a mixture of normal distributions,

close to the one introduced by Touati (1993, Theorem 3, H-2), is satisfied for

a wide class of stationary sequences.

Notations 1. Let (Ω,A,P) be a probability space, and T : Ω 7→ Ω be

a bijective bimeasurable transformation preserving the probability P. An
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element A is said to be invariant if T (A) = A. We denote by I the σ-algebra

of all invariant sets. The probability P is ergodic if each element of I has

measure 0 or 1. Finally, let H be the space of continuous real functions ϕ

such that x → |(1 + x2)−1ϕ(x)| is bounded.

Theorem 1 Let M0 be a σ-algebra of A satisfying M0 ⊆ T−1(M0) and

define the nondecreasing filtration (Mi)i∈Z by Mi = T−i(M0). Let X0 be a

M0-measurable, square integrable and centered random variable. Define the

sequence (Xi)i∈Z by Xi = X0 ◦ T i, and Sn = X1 + · · · + Xn. The following

statements are equivalent:

s1 There exists a nonnegativeM0-measurable random variable η such that,

for any ϕ in H and any positive integer k,

lim
n→∞

∥∥∥E
(
ϕ(n−1/2Sn)−

∫
ϕ(x

√
η)g(x)dx

∣∣∣Mk

)∥∥∥
1

= 0

where g is the distribution of a standard normal.

s2 (a) the sequence (n−1S2
n)n>0 is uniformly integrable.

(b) the sequence ‖E(n−1/2Sn|M0)‖1 tends to 0 as n tends to infinity.

(c) there exists a nonnegative M0-measurable random variable η such

that ‖E(n−1S2
n − η|M0)‖1 tends to 0 as n tends to infinity.

Moreover the random variable η satisfies η = η ◦ T almost surely.

A stationary sequence (X ◦ T i)i∈Z of random variables is said to satisfy the

conditional central limit theorem (CCLT for short) if it verifies s1.

Before presenting the applications of Theorem 1, let us compare Condition

s2 with Theorem 9.5 in Jakubowski (1993) (taking Bn =
√

n therein), where

necessary and sufficient conditions for the usual CLT are given. There are

two distinct sets of conditions in this Theorem: on one hand Condition B and

on the other hand Conditions (9.5), (9.6) and (9.7). Firstly, it is clear that

s2(a) is stronger than Conditions (9.5) and (9.6). Secondly, s2(a) together

with s2(c) imply (9.7) with σ2 = E(η). Since Jakubowski’s result only deals

with pure Gaussian limit, we infer from the two preceding remarks that s2

implies Condition B if and only if the random variable η is constant. This

means that the two results are of a different nature and that Theorem 1

may not be derived by using Jakubowski’s result (an other reason is that the

latter does not necessarily imply stable convergence). In fact, Condition B
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is a kind of mixing property involving the whole past and the whole future

of the sequence, so that random variances are forbidden (this is also the

case when considering classical mixing coefficients). Note also that to obtain

Condition B from s2 in the case where η is constant seems as difficult as to

prove s1 directly.

We now give sufficient conditions for the CCLT to hold. Note first that

criterion s2 is satisfied for stationary sequences of martingale differences:

indeed, in that case, s2(a) follows from Doob’s maximal inequality, s2(b) is

straightforward and s2(c) is a consequence of the L1-ergodic theorem. Now,

as first noticed by Gordin (1969), it is often possible to approximate the

partial sums of a stationary process by a naturally related martingale with

stationary differences. Such an approximation provides a possible approach

to obtain sufficient conditions for the CCLT, as shown by Proposition 1:

Proposition 1 Let (Mi)i∈Z and (Xi)i∈Z be as in Theorem 1. Let Hi be the

Hilbert space of Mi-measurable, centered and square integrable functions.

For all integer j less than i, denote by Hi ª Hj, the orthogonal of Hj into

Hi. Let Q be the set of all functions from Hi ªHj where −∞ < j ≤ i < ∞.

If

inf
f∈Q

lim sup
n→∞

1√
n

∥∥∥
n∑

i=1

X0 ◦ T i − f ◦ T i
∥∥∥

2
= 0 , (1.1)

then s2 (hence s1) holds.

Remark 1. Condition (1.1) is due to Gordin (1969). However, compared to

Gordin’s theorem, we have to restrict ourselves to adapted sequences (which

means that Xi is Mi-measurable). Note that, as in Eagleson (1975), we do

not require P to be ergodic.

It follows from Proposition 1 that any projective criterion derived from (1.1)

leads to the CCLT. For instance, Conditions (1) and (2) of Theorem 1 in

Heyde (1974) yield (1.1), and so does Condition (3.15) in Dürr and Goldstein

(1986). From Theorem 2 in Heyde (1974) we know that (1.1) is satisfied as

soon as

n∑
i=0

P0(Xi) converges in L2 to g and lim
n→∞

n−1/2‖Sn‖2 = ‖g‖2 , (1.2)

where P0 is the projection operator onto H0ªH−1. Volnỳ (1993), Theorems

5 and 6, proposed sufficients conditions based upon the sequence (P0(Xi))i≥0
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for (1.2) to hold. From these conditions, we easily infer (cf. Section 6.2)

that (1.2) is satisfied as soon as there exists a sequence (Lk)k>0 of positive

numbers such that

∑
i>0

( i∑

k=1

Lk

)−1

< ∞ and
∑

k>0

Lk‖E(Xk|M0)‖2
2 < ∞ . (1.3)

According to McLeish’s definition (1975a), (1.3) is a mixingale-type condi-

tion. Note that it is close to optimality, since the choice Lk = 1 is not strong

enough to imply weak convergence of n−1/2Sn (see Proposition 7 Section 6).

We now turn to the functional version of Theorem 1. As usual, to prove

tightness of the normalized Donsker line, we need to control the maximum

of partial sums. More precisely, under the condition

s2∗





(b) and (c) of s2 hold, and (a) is replaced by

(a∗) :
1

n

(
max
1≤i≤n

|Si|
)2

is uniformly integrable,

we obtain the functional version of the CCLT described in Theorem 3, Section

2. Note that if η is constant, the usual functional central limit theorem follows

from s2∗ by applying Theorem 19.4 in Billingsley (1968). Note also that if

the convergence rate to zero in s2(c) is of order n−θ for some positive θ and

the variables have finite 2 + δ-moments, then it follows from Theorem 2.1

in Serfling (1968) that s2(a∗) is automatically satisfied. Assuming that the

same rate holds for s2(b), Eberlein (1986a) has obtained strong invariance

principles with order of approximation O(t1/2−κ) for some positive κ.

Once again, there exists a large class of stationary sequences satisfying

s2∗, as shown by the two propositions below.

Proposition 2 Let (Mi)i∈Z and (Xi)i∈Z be as in Theorem 1. Condition

(1.3) implies s2∗.

The key for Proposition 2 is to establish a maximal inequality which together

with (1.3) implies s2(a∗). This can be done by following McLeish’s approach

for nonstationary mixingales (cf. McLeish (1975b), Lemma (6.3)). In the

particular case of stationary and adapted sequences, Proposition 2 improves

on McLeish’s results in three ways: Firstly, Condition (1.3) is realized if

either Condition (2.5) in McLeish (1977) holds or (Xn,Mn) is a mixingale

of size -1/2 (cf. McLeish (1975b) Definitions (2.1) and (2.5)). Secondly, the

extra condition in Theorem (2.6) of the latter may be removed (in fact it
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may be replaced by the weaker condition s2(c), which follows from (1.3) as

we have already noticed). Thirdly, we obtain a stronger result in terms of

convergence, the functional CCLT implying mixing-convergence as soon as

η is constant, which we do not require here. To get an idea of the wide range

of applications of mixingales, we refer to McLeish (1975a, 1975b, 1977) and

Hall and Heyde (1980) Section 2.3. See also Eberlein (1986b) for a survey of

results concerning mixingales and other generalizations of martingales.

The second condition (Condition (1.4) below) has a different structure

and is not obtained via martingale approximations, although many results

in that field may be derived from it.

Proposition 3 Let (Mi)i∈Z, (Xi)i∈Z and Sn be as in Theorem 1. Consider

the condition:
n∑

k=1

X0E(Xk|M0) converges in L1 . (1.4)

If (1.4) is satisfied, then s2∗ holds and the sequence E(X2
0 |I) + 2E(X0Sn|I)

converges in L1 to η.

Condition (1.4) was introduced by Dedecker and Rio (2000) to obtain the

usual functional central limit theorem. In the adapted case, Condition (1.4)

is weaker than the L2-criterion of Gordin (1969)

n∑

k=1

E(Xk|M0) converges in L2 , (1.5)

which has been extended to nonstationary sequences by Peligrad (1981). If

Xi = g(ξi) is a function of a stationary Markov chain (ξi)i∈Z with transition

kernel K and marginal distribution µ, condition (1.4) becomes

n∑

k=0

gKkg converges in L1(µ) , (1.6)

and improves on classical results based upon the Poisson equation. Condition

(1.6) was simultaneously discovered by Chen (1999) in the particular case of

positive Harris Chain. Finally the application of (1.4) to strongly mixing

sequences leads to the conditional and nonergodic version of the invariance

principle of Doukhan, Massart and Rio (1994), whose optimality is discussed

in Bradley (1997).

The paper is organized as follows. In Section 2, we state the conditional

central limit theorem (Theorem 2) and its functional version (Theorem 3) in
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the more general context of triangular arrays. As a consequence, we derive

in Corollary 1 the stable convergence of the normalized partial sums to a

mixture of normal distributions. The proofs of these results are postponed

to Sections 3, 4 and 5 respectively. Section 6 is devoted to the applications

of Theorem 1: we prove Propositions 1, 2 and 3 in Sections 6.1, 6.2 and 6.3

respectively. In Section 7, we give the analogous of Propositions 2 and 3

for triangular arrays. In Section 8, we explain how to apply these results to

kernel density estimators.

2 Main results

Theorem 1 presented in the introduction is a straightforward consequence of

the following theorem for triangular arrays with stationary rows.

Theorem 2 For each positive integer n, let M0,n be a σ-algebra of A sat-

isfying M0,n ⊆ T−1(M0,n). Define the nondecreasing filtration (Mi,n)i∈Z
by Mi,n = T−i(M0,n) and Mi,inf = σ (

⋃∞
n=1

⋂∞
k=nMi,k). Let X0,n be a

M0,n-measurable and square integrable random variable and define the se-

quence (Xi,n)i∈Z by Xi,n = X0,n ◦ T i. Finally, for any t in [0, 1], write

Sn(t) = X1,n + · · · + X[nt],n. Suppose that n−1/2X0,n converges in probability

to zero as n tends infinity. The following statements are equivalent:

S1 There exists a nonnegative M0,inf-measurable random variable η such

that, for any ϕ in H, any t in [0, 1] and any positive integer k,

S1(ϕ) : lim
n→∞

∥∥∥∥E
(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

∣∣∣Mk,n

)∥∥∥∥
1

= 0

where g is the distribution of a standard normal.

S2 (a)

lim
t→0

lim sup
n→∞

E
(

S2
n(t)

nt

(
1 ∧ |Sn(t)|√

n

))
= 0 .

(b) For any t in [0, 1], the sequence ‖E(n−1/2Sn(t)|M0,n)‖1 tends to 0

as n tends to infinity.

(c) There exists a nonnegative M0,inf-measurable random variable η

such that, for any t in [0, 1], the sequence ‖E(n−1S2
n(t)−tη|M0,n)‖1

tends to 0 as n tends to infinity.

Moreover the random variable η satisfies η = η ◦ T almost surely.
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Remark 2. An assumption on the asymptotic negligibility of the variables

n−1/2X0,n seems to be natural in the context of triangular arrays (see for

instance the discussion p. 53 in Hall and Heyde (1980)).

We now turn to the functional version of Theorem 2. Denote by H∗

the space of continuous functions ϕ from (C([0, 1]), ‖.‖∞) to R such that

x → |(1 + ‖x‖2
∞)−1ϕ(x)| is bounded.

Theorem 3 Let Xi,n, Mi,n and Sn(t) be as in Theorem 2. For any t in [0, 1],

set Un(t) = Sn(t) + (nt − [nt])X[nt]+1,n and define Sn(t) = sup0≤s≤t |Sn(s)|.
The following statements are equivalent:

S1∗ There exists a nonnegative M0,inf-measurable random variable η such

that, for any ϕ in H∗ and any positive integer k,

S1∗(ϕ) : lim
n→∞

∥∥∥E
(
ϕ(n−1/2Un)−

∫
ϕ(x

√
η)W (dx)

∣∣∣Mk,n

)∥∥∥
1

= 0

where W is the distribution of a standard Wiener process.

S2∗ (b) and (c) of S2 hold, and (a) is replaced by :

(a∗) the sequence (n−1(Sn(1))2)n>0 is uniformly integrable, and

lim
t→0

lim sup
n→∞

E
(

(Sn(t))2

nt

(
1 ∧ Sn(t)√

n

))
= 0 .

Moreover the random variable η satisfies η = η ◦ T almost surely.

Remark 3. If we omit the assumption that (n−1(Sn(1))2)n>0 is uniformly

integrable, we still obtain S1∗(ϕ) for any bounded function ϕ of H∗. Note

that Theorem 3 remains valid if we replace (a∗) by the stronger condition

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

E
(

(Sn(t))2

nt
1ISn(t)≥M

√
nt

)
= 0 .

Remark 4. Let D([0, 1]) be the space of caldlag functions equipped with

the Skorohod distance d. Denote by H∗(D) the space of continuous functions

ϕ from (D([0, 1]), d) to R such that the function x → |(1 + ‖x‖2
∞)−1ϕ(x)| is

bounded. Applying Theorem 15.5 in Billingsley (1968), we can also obtain

that S2∗ holds if and only if, for any ϕ in H∗(D) and any positive integer k,

lim
n→∞

∥∥∥E
(
ϕ(n−1/2Sn)−

∫
ϕ(x

√
η)W (dx)

∣∣∣Mk,n

)∥∥∥
1

= 0 .

The following result is an important consequence of Theorems 2 and 3:
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Corollary 1 Let Xi,n, Mi,n, Sn(t) be as in Theorem 2 and Un(t) as in The-

orem 3. Suppose that the sequence (M0,n)n≥1 is nondecreasing. If Condition

S2 (resp. S2∗) is satisfied, then, for any ϕ in H (resp. H∗), the sequence

ϕ(n−1/2Sn(t)) (resp. ϕ(n−1/2Un)) converges weakly in L1 to
∫

ϕ(x
√

tη)g(x)dx

(resp.
∫

ϕ(x
√

η)W (dx)).

Remark 5. Corollary 1 implies that the sequence n−1/2Sn(t) converges sta-

bly to a mixture of normal distributions. We refer to Aldous and Eagleson

(1978) for a complete exposition of the concept of stability (introduced by

Rényi (1963)) and its connection to weak L1-convergence. Note that stable

convergence is a useful tool to establish weak convergence of joint distrib-

utions (see again Aldous and Eagleson, or Hall and Heyde (1980) Chapter

3, Section 3.2.(vi)). If furthermore η is constant, then the convergence is

mixing. If P is ergodic, this result is a consequence of Theorem 4 in Eagle-

son (1976) (see Application 4.2 therein). For a review of mixing results see

Csörgö and Fischler (1973).

3 Proof of Theorem 2

The fact that S1 implies S2 is obvious. In this section, we focus on the

consequences of condition S2. We start with some preliminary results.

3.1 Definitions and preliminary lemmas

Definitions 1. Let µ be a signed measure on a metric space (S,B(S)).

Denote by |µ| the total variation measure of µ, and by ‖µ‖ = |µ|(S) its

norm. We say that a family Π of signed measures on (S,B(S)) is tight if for

every positive ε there exists a compact set K such that |µ|(Kc) < ε for any

µ in Π. Denote by C(S) the set of continuous and bounded functions from S

to R. We say that a sequence of signed measures (µn)n>0 converges weakly

to a signed measure µ if for any ϕ in C(S), µn(ϕ) tends to µ(ϕ) as n tends

to infinity.

Lemma 1 Let (µn)n>0 be a sequence of signed measure on (Rd,B(Rd)), and

set µ̂n(t) = µn(exp(i < t, . >)). Assume that the sequence (µn)n>0 is tight

and that supn>0 ‖µn‖ < ∞. The following statements are equivalent

1. the sequence (µn)n>0 converges weakly to the null measure.
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2. for any t in Rd, µ̂n(t) tends to zero as n tends to infinity.

The proof of Lemma 1 will be done in Appendix.

Definitions 2. Define the set R(Mk,n) of Rademacher Mk,n-measurable

random variables: R(Mk,n) = {21IA − 1 : A ∈ Mk,n}. Recall that g is the

N (0, 1)-distribution and that W is the Wiener measure on C([0, 1]). For

the random variable η introduced in Theorem 2 and any bounded random

variable Z, let

1. νn[Z] be the image measure of Z.P by the variable n−1/2Sn(t).

2. ν∗n[Z] be the image measure of Z.P by the process n−1/2Un.

3. ν[Z] be the image measure of g.λ⊗ Z.P by the variable φ from R⊗ Ω

to R defined by φ(x, ω) = x
√

tη(ω).

4. ν∗[Z] be the image measure of W⊗Z.P by the variable φ from C([0, 1])⊗
Ω to C([0, 1]) defined by φ(x, ω) = x

√
η(ω).

Lemma 2 Let µn[Zn] = νn[Zn] − ν[Zn] and µ∗n[Zn] = ν∗n[Zn] − ν∗[Zn]. For

any ϕ in H (resp H∗), the statement S1(ϕ) (resp. S1∗(ϕ)) is equivalent to:

S3(ϕ) (resp. S3∗(ϕ)): for any Zn in R(Mk,n) the sequence µn[Zn](ϕ) (resp.

µ∗n[Zn](ϕ)) tends to zero as n tends to infinity.

Proof of Lemma 2. We prove that S1(ϕ) ⇔ S3(ϕ), the *-case being un-

changed. For Zn in R(Mk,n) and ϕ in H, we have

|µn[Zn](ϕ)| =

∣∣∣∣E
(
Zn

(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

))∣∣∣∣

≤
∥∥∥∥E

(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

∣∣∣Mk,n

)∥∥∥∥
1

.

Consequently S1(ϕ) implies S3(ϕ). Now to prove that S3(ϕ) implies S1(ϕ),

choose

A(n, ϕ) =
{
E

(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

∣∣∣Mk,n

)
≥ 0

}
,

and Zϕ
n = 21IA(n,ϕ) − 1. Obviously

µn[Zϕ
n ](ϕ) =

∥∥∥∥E
(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

∣∣∣Mk,n

)∥∥∥∥
1

,

and S3(ϕ) implies S1(ϕ).
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3.2 Invariance of η

We first prove that if S2 holds, the random variables η satisfies η = η ◦ T

almost surely (or equivalently that η is measurable with respect to the P-

completion of I). From S2(c) and both the facts that (Xi,n)i∈Z is strictly

stationary and M0,n ⊆M1,n, we have for any t in ]0, 1],

lim
n→∞

∥∥∥∥E
(

η ◦ T − S2
n(t) ◦ T

nt

∣∣∣M0,n

)∥∥∥∥
1

= 0 . (3.1)

On the other hand, defining ψ(x) = x2(1 − (1 ∧ |x|)) and using the fact

that T preserves P, we have

∥∥∥∥
S2

n(t)

nt
− S2

n(t) ◦ T

nt

∥∥∥∥
1

≤ 2

∥∥∥∥
S2

n(t)

nt

(
1 ∧ |Sn(t)|√

n

)∥∥∥∥
1

+
1

t

∥∥∥∥ψ
(Sn(t)√

n

)
− ψ

(Sn(t) ◦ T√
n

)∥∥∥∥
1

. (3.2)

To control the second term on right hand, note that the function ψ is 3-

lipschitz and bounded by 1. It follows that for each positive ε,

∥∥∥∥ψ
(Sn(t)√

n

)
− ψ

(Sn(t) ◦ T√
n

)∥∥∥∥
1

≤ 3ε + 2P(|X0,n −X[nt],n| >
√

nε) .

Using that n−1/2X0,n converges in probability to 0, we derive that

lim
n→∞

∥∥∥∥ψ
(Sn(t)√

n

)
− ψ

(Sn(t) ◦ T√
n

)∥∥∥∥
1

= 0 ,

and the second term on right hand in (3.2) tends to 0 as n tends to infinity.

This fact together with inequality (3.2) and Condition S2(a) yield

lim
t→0

lim sup
n→∞

∥∥∥∥
S2

n(t)

nt
− S2

n(t) ◦ T

nt

∥∥∥∥
1

= 0 ,

which together with S2(c) imply that

lim
t→0

lim sup
n→∞

∥∥∥∥E
(

η − S2
n(t) ◦ T

nt

∣∣∣M0,n

)∥∥∥∥
1

= 0 . (3.3)

Combining (3.1) and (3.3), it follows that lim
n→∞

‖E(η − η ◦ T |M0,n)‖1 = 0,

which implies that

lim
n→∞

∥∥∥E
(
η − η ◦ T

∣∣∣
⋂

k≥n

M0,k

)∥∥∥
1

= 0 .
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Applying the martingale convergence theorem, we obtain

lim
n→∞

∥∥∥E
(
η − η ◦ T

∣∣∣
⋂

k≥n

M0,k

)∥∥∥
1

= ‖E(η − η ◦ T |M0,inf)‖1 = 0 . (3.4)

According to S2(c), the random variable η is M0,inf-measurable. Therefore,

(3.4) implies that E(η ◦T |M0,inf) = η. The fact that η ◦T = η almost surely

is a direct consequence of the following elementary result, whose proof will

be done in Appendix.

Lemma 3 Let (Ω,A,P) be a probability space, X an integrable random vari-

able, and M a σ-algebra of A. If the random variable E(X|M) has the same

law as X, then E(X|M) = X almost surely.

3.3 S2 implies S1

We now turn to the main proof of the paper.

First, note that we can restrict ourselves to bounded functions of H: if

S2 implies S1(h) for any continuous and bounded function h then we easily

infer from S2(c) that n−1S2
n(t) is uniformly integrable for any t in [0, 1], which

implies that S1 extends to the whole space H.

Notations 2. Let B3
1(R) be the class of three-times continuously differen-

tiable functions from R to R such that max(‖h(i)‖∞, i ∈ {0, 1, 2, 3}) ≤ 1.

Suppose now that S1(h) holds for any h in B3
1(R). Applying Lemma 2,

this is equivalent to say that S3(h) holds for any h in B3
1(R), which obviously

implies that S3(h) holds for ht = exp(it.). Using that the probability νn[1]

is tight (since it converges weakly to ν[1]) and that |µn[Zn]| ≤ νn[1] + ν[1],

we infer that µn[Zn] is tight, and Lemma 1 implies that S3(h) (and therefore

S1(h)) holds for any continuous bounded function h.

On the other hand, from the asymptotic negligibility of n−1/2X0,n we

infer that, for any positive integer k, n−1/2(Sn(t) − Sn(t) ◦ T k) converges in

probability to zero. Consequently, since any function h belonging to B3
1(R)

is 1-lipschitz and bounded, we have

lim
n→∞

∥∥h(n−1/2Sn(t))− h(n−1/2Sn(t) ◦ T k)
∥∥

1
= 0 ,

and S1(h) is equivalent to

lim
n→∞

∥∥∥∥E
(
h(n−1/2Sn(t) ◦ T k)−

∫
h(x

√
tη)g(x)dx

∣∣∣Mk,n

)∥∥∥∥
1

= 0 .
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Now, since both η and P are invariant by T , we infer that Theorem 2 is

a straightforward consequence of Proposition 4 below:

Proposition 4 Let Xi,n and Mi,n be defined as in Theorem 2. If S2 holds,

then, for any h in B3
1(R) and any t in [0, 1],

lim
n→∞

∥∥∥∥E
(
h(n−1/2Sn(t))−

∫
h(x

√
tη)g(x)dx

∣∣∣M0,n

)∥∥∥∥
1

= 0

where g is the distribution of a standard normal.

Proof of Proposition 4. We prove the result for Sn(1), the proof of the general

case being unchanged. Without loss of generality, suppose that there exists

a sequence (εi)i∈Z of N (0, 1)-distributed and independent random variables,

independent of M∞,∞ = σ(
⋃

k,nMk,n).

Notations 3. Let i, p and n be three integers such that 1 ≤ i ≤ p ≤ n. Set

q = [n/p] and define

Ui,n = Xiq−q+1,n + · · ·+ Xiq,n, Vi,n =
1√
n

(U1,n + U2,n + · · ·+ Ui,n)

∆i = εiq−q+1 + · · ·+ εiq, Γi =

√
η

n
(∆i + ∆i+1 + · · ·+ ∆p) .

Notations 4. Let g be any function from R to R. For k and l in [1, p] and

any positive integer n ≥ p, set gk,l;n = g(Vk,n + Γl), with the conventions

gk,p+1;n = g(Vk,n) and g0,l;n = g(Γl). Afterwards, we shall apply this notation

to the successive derivatives of the function h. For brevity we shall omit the

index n.

Let sn =
√

η(ε1 + · · · + εn). Since (εi)i∈Z is independent of M∞,∞, we

have, integrating with respect to (εi)i∈Z,

E
(
h(n−1/2Sn(1))−

∫
h(x

√
η)g(x)dx

∣∣∣M0,n

)

= E(h(n−1/2Sn(1))− h(Vp,n)|M0,n) + E(h(Vp,n)− h(Γ1)|M0,n)

+ E(h(Γ1)− h(n−1/2sn)|M0,n) . (3.5)

Here, note that |n−1/2Sn(1)− Vp,n| ≤ n−1/2(|Xn−p+2,n|+ · · ·+ |Xn,n|). Using

the asymptotic negligibility of n−1/2X0,n, we infer that n−1/2Sn(1)−Vp,n con-

verges in probability to zero. Since furthermore h is 1-lipschitz and bounded,

we conclude that

lim
n→∞

‖h(n−1/2Sn(1))− h(Vp,n)‖1 = 0 , (3.6)

13



and the same arguments yield

lim
n→∞

‖h(Γ1)− h(n−1/2sn)‖1 = 0 . (3.7)

In view of (3.6) and (3.7), it remains to control the second term in the

right hand side of (3.5). To this end, we use Lindeberg’s decomposition, as

done in Dedecker and Rio (2000).

h(Vp,n)− h(Γ1) =

p∑
i=1

(hi,i+1 − hi−1,i+1) +

p∑
i=1

(hi−1,i+1 − hi−1,i) . (3.8)

Now, applying Taylor’s integral formula we get that:





hi,i+1 − hi−1,i+1 =
1√
n

Ui,nh
′
i−1,i+1 +

1

2n
U2

i,nh
′′
i−1,i+1 + Ri

hi−1,i+1 − hi−1,i = −
√

η

n
∆ih

′
i−1,i+1 − η

2n
∆2

i h
′′
i−1,i+1 + ri

where

|Ri| ≤
U2

i,n

n

(
1 ∧ |Ui,n|√

n

)
and |ri| ≤ η∆2

i

n

(
1 ∧

√
η|∆i|√

n

)
. (3.9)

Since ∆i is centered and independent of σ
(M∞,∞ ∪ σ(h′i−1,i+1)

)
, we have

E(
√

η∆ih
′
i−1,i+1|M0,n) = E(∆i)E(

√
ηh′i−1,i+1|M0,n) = 0. It follows that

E(h(Vp)− h(Γ1)|M0,n) = D1 + D2 + D3, (3.10)

where

D1 =

p∑
i=1

E(n−1/2Ui,nh
′
i−1,i+1|M0,n),

D2 =
1

2

p∑
i=1

E(n−1(U2
i,n − η∆2

i )h
′′
i−1,i+1|M0,n),

D3 =

p∑
i=1

E(Ri + ri|M0,n).

Control of D3.

From (3.9) and the fact that T preserves P, we get

p∑
i=1

‖Ri‖1 ≤ E
(

S2
n(1/p)

n/p

(
1 ∧ |Sn(1/p)|√

n

))
,
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and S2(a) implies that

lim
p→∞

lim sup
n→∞

p∑
i=1

‖Ri‖1 = 0 . (3.11)

Moreover, since for t ∈ [0, 1], the sequence (η/n)−1/2(ε1+ · · ·+ε[nt]) obviously

satisfies S2(a), the same argument applies to
∑p

i=1 ‖ri‖1. Finally

lim
p→∞

lim sup
n→∞

‖D3‖1 = 0 . (3.12)

Control of D1.

To prove that ‖D1‖1 tends to zero as n tends to infinity, it suffices to show

that, for any positive integer i less than p,

lim
n→∞

‖E(n−1/2Ui,nh
′
i−1,i+1|M0,n)‖1 = 0 . (3.13)

Denote by Eε the integration with respect to the sequence (εi)i∈Z.

Set l(i, n) = (i − 1)[n/p]. Bearing in mind the definition of h′i−1,i+1

and integrating with respect to (εi)i∈Z we deduce that the random vari-

able Eε(h
′
i−1,i+1) is Ml(i,n),n-measurable and bounded by one. Now, since the

σ-algebra M0,n is included into Ml(i,n),n, we obtain

‖E(n−1/2Ui,nh
′
i−1,i+1|M0,n)‖1 ≤ ‖E(n−1/2Ui,n|Ml(i,n),n)‖1 .

Using that T preserves P, the latter equals ‖E(n−1/2Sn(1/p)|M0,n)‖1 and

S2(b) implies that (3.13) holds.

Control of D2.

To prove that ‖D2‖1 tends to zero as n tends to infinity, it suffices to show

that, for any positive integer i less than p,

lim
n→∞

‖E(n−1(U2
i,n − η∆2

i )h
′′
i−1,i+1|M0,n)‖1 = 0 . (3.14)

Integrating with respect to (εi)i∈Z, we have

‖E((U2
i,n − η∆2

i )h
′′
i−1,i+1|M0,n)‖1 = ‖E((U2

i,n − η[np−1])Eε(h
′′
i−1,i+1)|M0,n)‖1 .

Since n−1[np−1] converges to p−1, (3.14) will be proved if for any positive

integer i less than p

lim
n→∞

‖E((n−1U2
i,n − ηp−1)Eε(h

′′
i−1,i+1)|M0,n)‖1 = 0 .
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Arguing as for the control of D1, we have

‖E((n−1U2
i,n − ηp−1)Eε(h

′′
i−1,i+1)|M0,n)‖1≤‖E(n−1U2

i,n − ηp−1|Ml(i,n),n)‖1 .

Since both η and P are invariant by the transformation T , the latter equals

‖E(n−1S2
n(1/p)− ηp−1|M0,n)‖1 and S2(c) implies that (3.14) holds.

End of the proof of Proposition 4.

From (3.12), (3.13) and (3.14) we infer that, for any h in B3
1(R),

lim
p→∞

lim sup
n→∞

‖D1 + D2 + D3‖1 = 0 .

This fact together with (3.5), (3.6), (3.7) and (3.10) imply Proposition 4.

4 Proof of Theorem 3

Once again, it suffices to prove that S2∗ implies S1∗. Suppose that S1∗(ϕ)

holds for any bounded function ϕ of H∗. Since (n−1(S∗n(1))2)n>0 is uniformly

integrable, S1∗(ϕ) obviously extends to the whole space H∗.

Consequently, we can restrict ourselves to the space of continuous bounded

functions from C([0, 1]) to R. According to Lemma 2, the proof of Theorem

2 will be complete if we show that, for any Zn in R(Mk,n), the sequence

µ∗[Zn] converges weakly to the null measure as n tends to infinity.

Definitions 3. For 0 ≤ t1 < · · · < td ≤ 1, define the functions πt1...td and

Qt1...td from C([0, 1]) to Rd by the equalities πt1...td(x) = (x(t1), . . . , x(td)) and

Qt1...td(x) = (x(t1), x(t2)−x(t1), . . . , x(td)−x(td−1)). For any signed measure

µ on (C([0, 1]),B(C([0, 1]))) and any function f from C([0, 1]) to Rd, denote

by µf−1 the image measure of µ by f .

Let µ and ν be two signed measures on (C([0, 1]),B(C([0, 1]))). Recall

that if µπ−1
t1...td

= νπ−1
t1...td

for any positive integer d and any d-tuple such

that 0 ≤ t1 < · · · < td ≤ 1, then µ = ν. Consequently Theorem 2 is a

straightforward consequence of the two following items

1. relative compactness: for any Zn in R(Mk,n), the family (µ∗n[Zn])n>0 is

relatively compact with respect to the topology of weak convergence.

2. finite dimensional convergence: for any positive integer d, any d-tuple

0 ≤ t1 < · · · < td ≤ 1 and any Zn in R(Mk,n) the sequence µ∗[Zn]π−1
t1...td

converges weakly to the null measure as n tends to infinity.
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4.1 Finite dimensional convergence

Clearly it is equivalent to take Qt1...td instead of πt1...td in item 2. The fol-

lowing lemma shows that finite dimensional convergence is a consequence of

Condition S2. The stronger condition S2∗ is only required for tightness.

Lemma 4 For any a in Rd define fa from Rd to R by fa(x) =< a, x >. If

S2 holds then, for any a in Rd, any d-tuple 0 ≤ t1 < · · · < td ≤ 1 and any

Zn in R(Mk,n), the sequence µ∗n[Zn](fa ◦ Qt1...td)
−1 converges weakly to the

null measure.

Write µ∗n[Zn](fa ◦ Qt1...td)
−1(exp(i.)) = µ∗n[Zn]Q−1

t1...td
(exp(i < a, . >)). Ac-

cording to Lemma 4, the latter converges to zero as n tends to infinity.

Taking Zn = 1, we infer that the probability measure ν∗n[1]Q−1
t1...td

converges

weakly to the probability measure ν∗[1]Q−1
t1...td

and hence is tight. Since

|µ∗[Zn]Q−1
t1...td

| ≤ ν∗n[1]Q−1
t1...td

+ ν∗[1]Q−1
t1...td

, the sequence (µ∗[Zn]Q−1
t1...td

)n>0

is tight. Consequently we can apply Lemma 1 to conclude that µ∗[Zn]Q−1
t1...td

converges weakly to the null measure.

Proof of Lemma 4. According to Lemma 2, we have to prove the property

S1∗(ϕ ◦ fa ◦ Qt1...td) for any continuous bounded function ϕ. Arguing as in

Section 3.3, we can restrict ourselves to the class of function B3
1(R). Let h

be any element of B3
1(R) and write

h ◦ fa ◦Qt1...td(n
−1/2Un)−

∫
h ◦ fa ◦Qt1...td(x

√
η)W (dx)

=
d∑

`=1

h`

(
a`

(Un(t`)− Un(t`−1)√
n

))
−

∫
h`(a`x

√
(t` − t`−1)η) g(x) dx ,

where the random variable h`(x) is equal to

∫
h
( `−1∑

i=1

ai
(Un(ti)− Un(ti−1)√

n

)
+ x +

d∑

i=`+1

aixi

√
(ti − ti−1)η

) d∏

i=`+1

g(xi)dxi .

Note that for any ω in Ω, the random function h` belongs to B3
1(R). To

complete the proof of Lemma 4, it suffices to see that, for any positive integers

k and `, the sequence

∥∥∥∥E
(
h`

(
al

(Un(t`)− Un(t`−1)√
n

))
−

∫
h`(a`x

√
(t` − t`−1)η) g(x) dx

∣∣∣Mk,n

)∥∥∥∥
1

(4.1)
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tends to zero as n tends to infinity. Since h` is 1-lipshitz and bounded, we

infer from the asymptotic negligibility of n−1/2X0,n that

lim
n→∞

∥∥∥∥h`

(
a`

(Un(t`)− Un(t`−1)√
n

))
− h`

(
a`

(Sn(t` − t`−1) ◦ T [nt`−1]+1

√
n

))∥∥∥∥
1

= 0.

(4.2)

Denote by g` the random function g` = h` ◦ T−[nt`−1]−1. Combining (4.1),

(4.2) and the fact that Mk−1−[nt`−1],n ⊆ Mk,n, we infer that it suffices to

prove that

lim
n→∞

∥∥∥∥E
(
g`(a`n

−1/2Sn(u))−
∫

g`(a`x
√

uη) g(x) dx
∣∣∣Mk,n

)∥∥∥∥
1

= 0 . (4.3)

Since the random functions g` is M0,n-measurable (4.3) can be prove exactly

as property S1 (see Section (3.3)). This completes the proof of Lemma 4.

4.2 Relative compactness

In this section, we shall prove that the sequence (µ∗n[Zn])n>0 is relatively

compact with respect to the topology of weak convergence. That is, for any

increasing function f from N to N, there exists an increasing function g with

value in f(N) and a signed mesure µ on (C([0, 1]),B(C([0, 1]))) such that

(µ∗g(n)[Zg(n)])n>0 converges weakly to µ.

Let Z+
n (resp. Z−

n ) be the positive (resp. negative) part of Zn, and write

µ∗n[Zn] = µ∗n[Z+
n ]− µ∗n[Z−

n ] = ν∗n[Z+
n ]− ν∗n[Z−

n ]− ν∗[Z+
n ] + ν∗[Z−

n ] ,

where ν∗n[Z] and ν∗[Z] are defined in 2. and 4. of Definitions 2. Obviously, it

is enough to prove that each sequence of finite positive measures (ν∗n[Z+
n ])n>0,

(ν∗n[Z−
n ])n>0, (ν∗[Z+

n ])n>0 and (ν∗[Z−
n ])n>0 is relatively compact. We prove the

result for the sequence (ν∗n[Z+
n ])n>0, the other cases being similar.

Let f be any increasing function from N to N. Choose an increasing

function l with value in f(N) such that

lim
n→∞

E(Z+
l(n)) = lim inf

n→∞
E(Z+

f(n)) .

We must sort out two cases:

1. If E(Z+
l(n)) converges to zero as n tends to infinity, then, taking g = l, the

sequence (ν∗g(n)[Z
+
g(n)])n>0 converges weakly to the null measure.

2. If E(Z+
l(n)) converges to a positive real number as n tends to infinity,

we introduce, for n large enough, the probability measure pn defined by
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pn = (E(Z+
l(n)))

−1ν∗l(n)[Z
+
l(n)]. Obviously if (pn)n>0 is relatively compact with

respect to the topology of weak convergence, then there exists an increasing

function g with value in l(N) (and hence in f(N)) and a measure ν such

that (ν∗g(n)[Z
+
g(n)])n>0 converges weakly to ν. Since (pn)n>0 is a family of

probability measures, relative compactness is equivalent to tightness. Here

we apply Theorem 8.2 in Billingsley (1968): to derive the tightness of the

sequence (pn)n>0 it is enough to show that, for each positive ε,

lim
δ→0

lim sup
n→∞

pn(x : w(x, δ) ≥ ε) = 0 , (4.4)

where w(x, δ) is the modulus of continuity of the function x. According to

the definition of pn, we have

pn(x : w(x, δ) ≥ ε) =
1

E(Z+
l(n))

Z+
l(n).P

(
w

( Ul(n)√
l(n)

, δ
)
≥ ε

)
.

Since both E(Z+
l(n)) converges to a positive number and Z+

l(n) is bounded by

one, we infer that (4.4) holds if

lim
δ→0

lim sup
n→∞

P

(
w

( Ul(n)√
l(n)

, δ
)
≥ ε

)
= 0 . (4.5)

From Theorem 8.3 and inequality (8.16) in Billingsley (1968), it suffices to

prove that, for any positive ε,

lim
δ→0

lim sup
n→∞

1

δ
P

(
Sl(n)(δ)√

l(n)δ
≥ ε√

δ

)
= 0 . (4.6)

We conclude by noting that (4.6) follows straightforwardly from S2(a∗) and

Markov’s inequality.

Conclusion: In both cases there exists an increasing function g with value

in f(N) and a measure ν such that (ν∗g(n)[Z
+
g(n)])n>0 converges weakly to ν.

Since this is true for any increasing function f with value in N, we con-

clude that the sequence (ν∗n[Z+
n ])n>0 is relatively compact with respect to

the topology of weak convergence. Of course, the same arguments apply to

the sequences (ν∗n[Z−
n ])n>0, (ν∗[Z+

n ])n>0 and (ν∗[Z−
n ])n>0, which implies the

relative compactness of the sequence (µ∗n[Zn])n>0.
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5 Proof of Corollary 1

We have to prove that if S2 holds, then, for any bounded random variable

Z, any t in [0, 1] and any ϕ in H,

lim
n→∞

E
(
Zϕ(n−1/2Sn(t))

)
= E

(
Z

∫
ϕ(x

√
tη)g(x)dx

)
. (5.1)

Since n−1S2
n(t) is uniformly integrable, we need only prove (5.1) for contin-

uous bounded functions. Recall that M∞,∞ = σ(
⋃

k,nMk,n). Since both

Sn(t) and η are M∞,∞-measurable, we can and do suppose that so is Z.

Set Zk,n = E(Z|Mk,n), and use the decomposition

E
(
Zϕ(n−1/2Sn(t))

)− E
(
Z

∫
ϕ(x

√
tη)g(x)dx

)
= T1 + T2 + T3 ,

where

T1 = E
(
(Z − Zk,n)ϕ(n−1/2Sn(t))

)

T2 = E
(
Zk,n

(
ϕ(n−1/2Sn(t))−

∫
ϕ(x

√
tη)g(x)dx

))

T3 = E
(
(Zk,n − Z)

∫
ϕ(x

√
tη)g(x)dx

)
.

By assumption, the array Mk,n is nondecreasing in k and n. Since the ran-

dom variable Z is M∞,∞-measurable, the martingale convergence theorem

implies that limk→∞ limn→∞ ‖Zk,n − Z‖1 = 0. Consequently,

lim
k→∞

lim sup
n→∞

|T1| = lim
k→∞

lim sup
n→∞

|T3| = 0 .

On the other hand, Theorem 2 implies that T2 tends to zero as n tends to

infinity, which completes the proof of Corollary 1.

6 Applications of Theorem 1

6.1 Proof of Proposition 1

From Theorem 1 in Volný (1993), we know that (1.1) is equivalent to the

existence of a random variable m in H0 ªH−1 such that

lim
n→∞

1√
n

∥∥∥
n∑

i=1

X0 ◦ T i −m ◦ T i
∥∥∥

2
= 0 . (6.1)
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Let Wn = m ◦T + · · ·+ m ◦T n. Since (m ◦T i)i∈Z is a stationary sequence of

martingale differences with respect to the filtration (Mi)i∈Z, it satisfies s2.

More precisely, n−1E(W 2
n |M0) converges to η = E(m2|I) in L1. Now, we

shall use (6.1) to see that the sequence (Xi)i∈Z also satisfies s2.

Proof of s2(b). From (6.1) it is clear that n−1/2‖E(Sn|M0)‖2 tends to zero

as n tends to infinity.

Proof of s2(c). To see that n−1E(S2
n|M0) converges to η in L1, write

1

n

∥∥E(S2
n −W 2

n |M0)
∥∥

1
≤ 1

n

∥∥S2
n −W 2

n

∥∥
1

≤ ‖Sn + Wn‖2√
n

‖Sn −Wn‖2√
n

. (6.2)

From (6.1) the latter tends to zero as n tends to infinity and therefore (Xi)i∈Z
satisfies s2(c) with η = E(m2|I).

Proof of s2(a). Using both that n−1W 2
n is uniformly integrable and that

the function x → (1 ∧ |x|) is 1-lipschitz, we have, for any positive real M ,

lim
n→∞

(
W 2

n

n

∣∣∣∣
(
1 ∧ |Sn|

M
√

n

)
−

(
1 ∧ |Wn|

M
√

n

)∣∣∣∣
)

= 0 . (6.3)

Since |x2(1 ∧ |y|)− z2(1 ∧ |t|)| ≤ |x2 − z2|+ z2|(1 ∧ |y|)− (1 ∧ |t|)|, we infer

from (6.2) and (6.3) that

lim
n→∞

∥∥∥∥
S2

n

n

(
1 ∧ |Sn|

M
√

n

)
−W 2

n

n

(
1 ∧ |Wn|

M
√

n

)∥∥∥∥
1

= 0 .

Now, the uniform integrability of n−1W 2
n yields

lim
M→∞

lim sup
n→∞

E
(

S2
n

n

(
1 ∧ |Sn|

M
√

n

))
= 0 ,

which means exactly that n−1S2
n is uniformly integrable. This completes the

proof of Proposition 1.

6.2 Proof of Proposition 2

Let Pi be the projection operator onto HiªHi−1: for any function f in L2(P),

Pi(f) = E(f |Mi)−E(f |Mi−1). We first recall a result due to Volný (1993),

Theorem 6 (see Theorem 5 of the same paper or Annexe A Corollary 2 in

Dedecker (1998) for weaker conditions).
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Proposition 5 Let (Mi)i∈Z and (Xi)i∈Z be as in Theorem 1. Define the

σ-algebra M−∞ =
⋂

i∈ZMi and consider the condition

E(X0|M−∞) = 0 and
∑
i>0

‖P0(Xi)‖2 < ∞ . (6.4)

Condition (6.4) implies (1.2).

We now prove that (1.3) implies (6.4) and hence (1.2). First, we have the

orthogonal decomposition

Xk = E(Xk|M−∞) +
∞∑
i=0

Pk−i(Xk) . (6.5)

Since (1.3) implies that E(Xk|M−∞) = 0, we infer from (6.5) and the sta-

tionarity of (Xi)i∈Z that

∑

k>0

Lk‖E(Xk|M0)‖2
2 =

∑

k>0

Lk

∑
i≤0

‖Pi(Xk)‖2
2 =

∑
i>0

( i∑

k=1

Lk

)
‖P0(Xi)‖2

2 .

Setting ai = L1 + · · ·+ Li, we infer that (1.3) is equivalent to

E(X0|M−∞) = 0 ,
∑
i>0

ai‖P0(Xi)‖2
2 < ∞ and

∑
i>0

1

ai

< ∞ . (6.6)

Now, Hölder’s inequality in `2 gives

∑
i>0

‖P0(Xi)‖2 ≤
(∑

i>0

1

ai

)1/2(∑
i>0

ai‖P0(Xi)‖2
2

)1/2

< ∞ ,

and (6.4) (hence (1.2)) follows from (1.3).

Now, to complete the proof of Proposition 2, it remains to show that

(1.3) implies s2(a∗). This is a direct consequence of Proposition 8 Section 7,

whose proof will be done by applying the following maximal inequality:

Proposition 6 Let (Xi)i∈Z be a sequence of square-integrable and centered

random variables, adapted to a nondecreasing filtration (Mi)i∈Z. Define the

σ-algebra M−∞ =
⋂

i∈ZMi and the random variables Sn = X1 + · · · + Xn

and S∗n = max{0, S1, . . . , Sn}. For any positive integer i, let (Yi,j)j≥1 be the

martingale Yi,j =
∑j

k=1 Pk−i(Xk) and Y ∗
i,n = max{0, Yi,1, . . . , Yi,n}. Let λ

be any nonnegative real number and Γ(i, k, λ) = {Y ∗
i,k > λ}. Assume that

the sequence is regular: for any integer k, E(Xk|M−∞) = 0. For any two
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sequences of nonnegative numbers (ai)i≥0 and (bi)i≥0 such that K =
∑

a−1
i

is finite and
∑

bi = 1 we have

E
(
(S∗n − λ)2

+

) ≤ 4K
∞∑
i=0

ai

( n∑

k=1

E(P 2
k−i(Xk)1IΓ(i,k,biλ))

)
.

Proof. The proof is adapted from McLeish (1975b). From decomposition

(6.5) with E(Xk|M−∞) = 0, we have Sj =
∑

i≥0 Yi,j and therefore

(Sj − λ)+ ≤
∑
i≥0

(Yi,j − biλ)+ .

Applying Hölder’s inequality and taking the maximum on both side, we get

(S∗n − λ)2
+ ≤ K

∑
i≥0

ai(Y
∗
i,n − biλ)2

+ .

Taking the expectation and applying Proposition 1(a) of Dedecker and Rio

(2000) to the martingale (Yi,n)n≥1, we obtain Proposition 6.

To be complete, we would like to mention that condition (1.3) is close to

optimality, as shown by Proposition 7 below.

Proposition 7 There exists a sequence (Xi)i∈Z satisfying the assumptions

of Theorem 1, such that

n−1E(S2
n) converges to σ2 and

∑

k>0

‖E(Xk|M0)‖2
2 < ∞ ,

but the random variables n−1/2Sn do not converges in distribution.

See Dedecker (1998) Annexe A.3 for a proof.

6.3 Proof of Proposition 3

Proof of s2(a∗). Let Sn = max{|S1|, . . . , |Sn|}. From Proposition 1 in

Dedecker and Rio (2000), we infer that (n−1(Sn)2)n>0 is uniformly integrable

as soon as (1.4) holds.

Proof of s2(c). The fact that E(n−1S2
n|M0) converges in L1 to η has been

already proved in Dedecker and Rio (2000), Section 4, Control of D2.

Proof of s2(b). Using first the stationarity of (Xi)i∈Z and next the orthog-

onal decomposition (6.5), we obtain

∞∑
i=0

‖P0(Xi)‖2
2 =

∞∑
i=0

‖P−i(X0)‖2
2 ≤ ‖X0‖2

2 . (6.7)
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Now, from the decomposition

X−1√
n
E(Sn|M0) =

X−1√
n
E(Sn|M−1) +

X−1√
n

n∑
i=1

P0(Xi) ,

we infer that

1√
n
‖X−1E(Sn|M0)‖1 ≤ 1√

n
‖X0E(Sn ◦ T |M0)‖1 +

‖X0‖2√
n

n∑
i=1

‖P0(Xi)‖2 .

(6.8)

By (1.4), the first term on right hand tends to zero as n tends to infinity.

On the other hand, we infer from (6.7) and Cauchy-Shwarz’s inequality that

n−1/2
∑n

i=1 ‖P0(Xi)‖2 vanishes as n goes to infinity, and so does the left hand

term in (6.8). By induction, we can prove that for any positive integer k,

lim
n→∞

1√
n
‖X−kE(Sn|M0)‖1 = 0 . (6.9)

Now

1√
n
‖E(|X0||I)E(Sn|M0)‖1 ≤ 1√

n

∥∥∥∥∥E(Sn|M0)
(
E(|X0||I)− 1

k

k∑
i=1

|X−i|
)∥∥∥∥∥

1

+
1√
n

∥∥∥∥∥E(Sn|M0)
1

k

k∑
i=1

|X−i|
∥∥∥∥∥

1

. (6.10)

From (6.9), the second term on right hand tends to zero as n tends to infinity.

Applying first Cauchy-Schwarz’s inequality and next the L2-ergodic theorem,

we easily deduce that the first term on right hand is as small as we wish by

choosing k large enough. Therefore

lim
n→∞

1√
n
‖E(|X0||I)E(Sn|M0)‖1 = 0 . (6.11)

Set A = {1IE(|X0||I)>0} and B = Ac = {1IE(|X0||I)=0}. For any positive real

m, we have

1√
n
‖1IAE(Sn|M0)‖1 ≤ 1

m
√

n
‖E(|X0||I)E(Sn|M0)‖1

+
1√
n
‖1I0<E(|X0||I)<mE(Sn|M0)‖1 . (6.12)

From (6.11), the first term on right hand tends to zero as n tends to infinity.

Letting m goes to zero we infer that the second term on right hand of (6.12)

is as small as we wish. Consequently

lim
n→∞

1√
n
‖1IAE(Sn|M0)‖1 = 0 . (6.13)
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On the other hand, noting that E(|X0|1IB) = 0, we infer that X0 is zero

on the set B. Since B is invariant by T , Xk is zero on B for any k in

Z. Now arguing as in Claim 1(b) in Dedecker and Rio (2000), we obtain

E(E(|Sn||M0)|I) = E(|Sn||I). These two facts lead to

‖1IBE(Sn|M0)‖1 ≤ E(1IBE(E(|Sn||M0)|I)) ≤ E(|Sn|1IB) ≤ 0 (6.14)

Collecting (6.13) and (6.14), we conclude that n−1/2‖E(Sn|M0)‖1 tends

to zero as n tends to infinity. This completes the proof.

7 Applications of Theorem 3

In this section we extend Propositions 2 and 3 to the case of triangular arrays.

In the next section, we shall see how to apply these results to Kernel density

estimators.

Consider first the following condition, close to (1.3): there exists a se-

quence (Lk)k>0 of positive numbers such that

∑
i>0

( i∑

k=1

Lk

)−1

< ∞ and lim
N→∞

lim sup
n→∞

∞∑

k=N

Lk‖E(Xk,n|M0,n)‖2
2 = 0 .

(7.1)

If (7.1) is satisfied, define Q(N, X) and N1(X) as follows:

Q(N,X) = lim sup
n→∞

∞∑

k=N

Lk‖E(Xk,n|M0,n)‖2
2

and N1(X) = inf{N > 0 : Q(N) = 0}. If N1(X) is finite, we say that the

array (Xi,n) is asymptotically (N1(X) − 1)-conditionally centered of type 1

(as usual, it is m-conditionally centered if E(Xm+1,n|M0,n) = 0).

Proposition 8 Let Xi,n and Mi,n be as in Theorem 2. Define the random

variables Vn(t) = X2
1,n + · · ·+X2

n,[nt]. Assume that (7.1) is satisfied, and that

Lindeberg’s condition holds: for any positive ε, lim
n→∞

E(X2
0,n1I|X0,n|>ε

√
n) = 0.

Assume furthermore that

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

E
(Vn(t)

nt
1IVn(t)≥Mnt

)
= 0 . (7.2)

Then S2(a∗) is satisfied.
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Remark 6. Let us compare Proposition 8, with Theorem (2.4) in McLeish

(1977). In the particular case of triangular arrays, condition (2.2)(b) in

McLeish with σ2
n,i = n−1 (which seems to be the usual case) is equivalent

with our notation to the assumption that X0,n is uniformly integrable. It is

easy to verify that this assumption ensures that both Lindeberg’s condition

and (7.2) hold. However, in many interesting cases, the sequence X0,n is not

uniformly integrable while both Lindeberg’s condition and (7.2) are satisfied

(it is the case, for instance, when considering Kernel estimators).

As a consequence of Proposition 8, we obtain the invariance principle:

Corollary 2 Let Xi,n and Mi,n be as in Theorem 2. Assume that both (7.1)

and Lindeberg’s condition are satisfied. Assume furhtermore that, for each

0 ≤ k < N1(X), there exists an M0,inf-measurable random variable λk such

that for any t in ]0, 1],

1

nt

[nt]∑
i=1

Xi+k,nXi,n converges in L1 to λk. (7.3)

Then Condition S2∗ holds with η = λ0 + 2

N1(X)−1∑

k=1

λk.

Remark 7. Let us discuss the measurability assumption on λk. Starting

from (7.3), one can easily show first that λk is invariant by T , and next that

it is a limit of M0,n-measurables random variables. Suppose furthermore

that the sequence (M0,n)n≥1 is nondecreasing, then λk is a limit of M0,inf-

measurable random variables. In that case, the assumption that λk is M0,inf-

measurable is useless, being automatically satisfied.

Remark 8. Note that if Xi,n = Xi then both Lindeberg’s condition and

assumption (7.3) are satisfied, so that Corollary 2 extends Proposition 2 to

the case of triangular arrays.

The next condition is the natural extension of Condition (1.4)

lim
N→∞

lim sup
n→∞

sup
N≤m≤n

∥∥∥X0,n

m∑

k=N

E(Xk,n|M0,n)
∥∥∥

1
= 0 . (7.4)

If (7.4) is satisfied, define R(N,X) and N2(X) as follows:

R(N, X) = lim sup
n→∞

sup
N≤m≤n

∥∥∥X0,n

m∑

k=N

E(Xk,n|M0,n)
∥∥∥

1
,

26



and N2(X) = inf{N > 0 : R(N,X) = 0}. If N2(X) is finite, we say that the

array (Xi,n) is asymptotically (N2(X)− 1)-conditionally centered of type 2.

Proposition 9 Let Xi,n, Mi,n be as in Theorem 2 and Vn(t) as in Proposi-

tion 8. If conditions (7.2) and (7.4) are satisfied then S2(a∗) holds.

As a consequence we obtain the following invariance principle:

Corollary 3 Let Xi,n and Mi,n be as in Theorem 2. Assume that (7.4) and

S2(b) are satisfied. Assume furhtermore that, for each 0 ≤ k < N2(X), there

exists an M0,inf-measurable random variable λk such that (7.3) holds. Then

Condition S2∗ holds with

η = λ0 + 2

N2(X)−1∑

k=1

λk .

Remark 9. Let us have a look to a particular case, for which N1(X) = 1

(resp. N2(X) = 1). Conditions (7.1) (resp. (7.4)) and (7.3) are satisfied if

condition R1. (resp. R1’) and R2. below are fulfilled

R1. lim
n→∞

∑n
k=1 Lk‖E(Xk,n|M0,n)‖2

2 = 0.

R1’ lim
n→∞

∑n
k=1 ‖X0,nE(Xk,n|M0,n)‖1 = 0.

R2. For any t in ]0, 1], 1
nt

∑[nt]
i=1 X2

i,n converges in L1 to λ.

In the stationary case, these results extend on classical results for triangular

arrays of martingale differences (see for instance Hall and Heyde (1980), The-

orem 3.2), for which Condition R1. (resp. R1’) is automatically satisfied. We

shall see Section 8.3 that this particular case is sufficient to improve on many

results in the context of Kernel estimators. In the same way, Corollary 2 (or

3) provides sufficient conditions for asymptotically m-conditionally centered

arrays of type 1 (or 2) to satisfy the functional CCLT.

7.1 Proofs of Proposition 8 and Corollary 2

Proof of Proposition 8. With the same notations as in Proposition 6, define,

for bi = 2−i−1,

Ti,n(t) =

[nt]∑

k=1

P 2
k−i(Xk,n) and ci,n(t,M) = E

(Ti,n(t)

nt
1IΓ(i,[nt],biM

√
nt)

)
.
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Define S∗n(t) = sup0≤s≤t{0, Sn(s)}. From Proposition 6, we have

1

nt
E

(
(S∗n(t)−M

√
nt)2

+

)
≤ 4K

∞∑
i=0

aici,n(t,M) . (7.5)

Note that, by stationarity, ci,n(t,M) ≤ ci,n(t, 0) ≤ ‖P0(Xi,n)‖2
2. Now, taking

ai = L1 + · · ·+ Li, we have

∞∑
i=N

ai‖P0(Xi,n)‖2
2 =

∞∑

k=N

Lk‖E(Xk,n|M0,n)‖2
2 +

N−1∑

k=1

Lk‖E(XN,n|M0,n)‖2
2 ,

(7.6)

and from (7.1) and the definition of N1(X), we infer that

lim
N→N1(X)

lim sup
n→∞

∞∑
i=N

aici,n(t, 0) = 0 . (7.7)

Suppose we can prove that, for any 0 ≤ i < N1(X),

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

E
(Ti,n(t)

nt
1ITi,n(t)≥Mnt

)
= 0 . (7.8)

Since by stationarity E(Ti,n(t)) = [nt]‖P0(Xi,n)‖2
2, (7.8) implies first that

supn>0 ‖P0(Xi,n)‖2
2 ≤ Bi < ∞, which together with Doob’s inequality yield

the upper bounds

for 0 ≤ i < N1(X), sup
t∈[0,1]

sup
n>0

P
(
Γ(i, [nt], biM

√
nt)

)
≤ 4Bi

b2
i M

2
. (7.9)

According to (7.7), we can find a finite integer N(ε) ≤ N1(X) such that

lim sup
n→∞

4K
∞∑

i=N(ε)

aici,n(t, 0) ≤ ε .

Now, since ci,n(t, M) ≤ ci,n(t, 0) we obtain from (7.5) that

lim sup
n→∞

1

nt
E

(
(S∗n(t)−M

√
nt)2

+

)
≤ ε + lim sup

n→∞

N(ε)−1∑
i=0

aici,n(t, M) . (7.10)

Here note that (7.8) together with (7.9) yield

for 0 ≤ i < N1(X), lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

ci,n(t,M) = 0

so that, from (7.10)

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

1

nt
E

(
(S∗n(t)−M

√
nt)2

+

)
≤ ε . (7.11)
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Of course the same arguments apply to the sequence (−Xi)i∈Z so that (7.11)

holds for Sn(t). This being true for any positive ε, S2(a∗) follows.

To complete the proof, it remains to show that Lindeberg’s condition

together with assumption (7.2) imply (7.8). Since

P 2
k−i(Xk,n) ≤ 2

(
E2(Xk,n|Mk−i,n) + E2(Xk,n|Mk−i−1,n)

)

≤ 2
(
(E(X2

k,n|Mk−i,n) + E(X2
k,n|Mk−i−1,n)

)
,

we infer that (7.8) holds if, setting Ui,n(t) =
∑[nt]

k=1 E(X2
k,n|Mk−i,n),

for any i ≥ 0, lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

E
(Ui,n(t)

nt
1IUi,n(t)≥Mnt

)
= 0 . (7.12)

Now if Lindeberg’s condition holds, classical arguments ensure that

lim
n→∞

1

nt
‖Ui,n(t)− Ui+1,n(t)‖1 = 0 ,

so that if (7.12) holds for i, it holds for i + 1. For i = 0, note that (7.12) is

exactly (7.2) since U0,n(t) = Vn(t). This ends the proof of Proposition 8.

Proof of Corollary 2. Since Condition (7.3) implies (7.2), S2(a∗) follows from

Proposition 8. It remains to prove S2(b) and (c).

From (7.6) we infer that (7.1) is equivalent to

lim
N→N1(X)

lim sup
n→∞

∞∑
i=N

ai‖P0(Xi,n)‖2
2 = 0 . (7.13)

Since the sequence a−1
i is nonincreasing and such that

∑
a−1

i < ∞, it follows

that a−1
i = o(i−1), which implies that i = O(ai). Consequently (7.13) holds

for ai = i and from (7.6) again we obtain

lim
N→N1(X)

lim sup
n→∞

∞∑

k=N

‖E(Xk,n|M0,n)‖2
2 = 0 . (7.14)

Starting from (7.14), we first prove S2(b). From (7.3) with k = 0 we

easily infer that, for each positive N , n−1/2‖E(X1,n + · · · + XN−1,n|M0,n)‖2

tends to zero as n →∞. Therefore, to prove S2(b) it suffices to see that

lim
N→N1(X)

lim sup
n→∞

1

n

∥∥∥
nt∑

k=N

E(Xk,n|M0,n)
∥∥∥

2

2
= 0 . (7.15)

Since 2E(Xi,n|M0,n)E(Xj,n|M0,n) ≤ E2(Xi,n|M0,n) + E2(Xj,n|M0,n),

1

n

∥∥∥
n∑

k=N

E(Xk,n|M0,n)
∥∥∥

2

2
≤

nt∑

k=N

‖E(Xk,n|M0,n)‖2
2 ,
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and (7.15) follows from (7.14).

We now prove S2(c). For any finite integer 0 ≤ N ≤ N1(X), define the

variable ηN = λ0 + 2(λ1 + · · ·+ λN−1) and the two sets

ΛN = [1, [nt]]2 ∩ {(i, j) ∈ Z2 : |i− j| < N} and

ΛN = [1, [nt]]2 ∩ {(i, j) ∈ Z2 : j − i ≥ N}, so that,

∥∥∥E
(S2

n(t)

nt
− ηN

∣∣∣M0,n

)∥∥∥
1
≤

∥∥∥ηN − 1

nt

∑
ΛN

Xi,nXj,n

∥∥∥
1

+
2

nt

∥∥∥
∑

ΛN

E(Xi,nXj,n|M0,n)
∥∥∥

1
. (7.16)

From (7.3), we can easily prove that the first term on right hand goes to zero

as n tends to infinity. It remains to control the second term on right hand.

Set Yi,n = Xi,n − E(Xi,n|M0,n) and write

1

nt

∥∥∥
∑

ΛN

E(Xi,nXj,n|M0,n)
∥∥∥

1
≤ 1

nt

∥∥∥
∑

ΛN

E(Yi,nYj,n|M0,n)
∥∥∥

1

+
1

nt

∑

ΛN

‖E(Xi,n|M0,n)E(Xj,n|M0,n)‖1 . (7.17)

Arguing as for (7.15), we infer from (7.14) that the second term on right

hand in (7.17) is as small as we wish by choosing N large enough. Next, by

using the operators Pl, we have:

1

nt

∥∥∥
∑

ΛN

E(Yi,nYj,n|M0,n)
∥∥∥

1
≤ 1

nt

nt∑
i=1

∞∑

k=N

‖E(Yi,nYi+k,n|M0,n)‖1

≤ 1

nt

nt∑
i=1

∞∑

k=N

i∑

l=1

‖Pl(Xi,n)Pl(Xi+k,n)‖1

Using Cauchy-Schwarz’s inequality, we obtain that the last term is less than

1

nt

nt∑
i=1

i∑

l=−∞
‖Pl(Xi,n)‖2

( ∞∑

k=N

‖Pl(Xi+k,n‖2

)
,

and by stationarity, we conclude that

1

nt

∥∥∥
∑

ΛN

E(Yi,nYj,n|M0,n)
∥∥∥

1
≤

( ∞∑
i=0

‖P0(Xi,n)‖2

)( ∞∑

k=N

‖P0(Xk,n)‖2

)
.
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This last inequality together with (7.13) and Cauchy-Schwarz’s inequality

yield

lim
N→N1(X)

lim sup
n→∞

1

nt

∥∥∥
∑

ΛN

E(Yi,nYj,n|M0,n)
∥∥∥

1
= 0 ,

and S2(c) follows. This completes the proof of Corollary 2.

7.2 Proofs of Proposition 9 and Corollary 3

Proof of Proposition 9. Let S∗n(t) be as in (7.5) and define the set G(t,M, n)

by G(t,M, n) = {S∗n(t) > M
√

nt}. From Proposition 1 in Dedecker and Rio

(2000), we have, for any positive integer N ,

1

nt
E

(
(S∗n(t)−M

√
nt)2

+

)
≤ 8E

(
1IG(t,M,n)

1

nt

nt∑

k=1

N−1∑
i=0

|Xk,nXk+i,n|
)

+ 8 sup
N≤m≤nt

∥∥∥X0,n

m∑

k=N+1

E(Xk,n|M0,n)
∥∥∥

1
(7.18)

From (7.4) we can choose N(ε) large enough so that the second term on right

hand is less than ε. Taking M = 0 in (7.18) and using Assumption (7.2), we

infer that there exists a finite real B such that

lim sup
n→∞

1

nt
E

(
(S∗n(t))2

) ≤ B so that lim sup
n→∞

P(G(t,M, n)) ≤ B

M2
.

This last bound together with (7.2) imply that

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

E
(
1IG(t,M,n)

1

nt

nt∑

k=1

N−1∑
i=0

|Xk,nXk+i,n|
)

= 0 ,

so that, from (7.18),

lim
M→∞

sup
t∈[0,1]

lim sup
n→∞

1

nt
E

(
(S∗n(t)−M

√
nt)2

+

)
≤ ε . (7.19)

Of course the same arguments apply to the sequence (−Xi)i∈Z so that (7.19)

holds for Sn(t). This being true for any positive ε, S2(a∗) follows.

Proof of Corollary 3. Since Condition (7.3) implies (7.2), S2(a∗) follows from

Proposition 9. It remains to prove S2(c). Starting from inequality (7.16) for

any finite integer N ≤ N2(X), we have to show that

lim
N→N2(X)

lim sup
n→∞

1

nt

∥∥∥
∑

ΛN

E(Xi,nXj,n|M0,n)
∥∥∥

1
= 0 . (7.20)
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Using first the inclusion M0,n ⊆ Mi,n for any positive i and second the

stationarity of the sequence, we obtain succesively

1

nt

∥∥∥
∑

ΛN

E(Xi,nXj,n|M0,n)
∥∥∥

1
≤ 1

nt

∥∥∥
∑

ΛN

Xi,nE(Xj,n|Mi,n)
∥∥∥

1

≤ sup
N≤m≤n

∥∥∥X0,n

m∑

k=N

E(Xk,n|M0,n)
∥∥∥

1
.

and (7.20) follows from (7.4). This completes the proof of Corollary 3.

8 Kernel estimators

Let Y be a real-valued random variable with unknown density f , and define

the stationary sequence (Yi)i∈Z = (Y ◦ T i)i∈Z. We wish to estimate f at

point x from the data Y1, . . . , Yn. To this aim, we shall consider as usual (cf.

Rosenblatt (1956b)) the kernel-type estimator of f

fn(x) =
1

nhn

n∑
i=1

K
(x− Yi

hn

)
.

It is well-known that the study of the bias E(fn(x))−f(x) does not depend on

the dependence properties of the process (Yi)i∈Z, but on the regularity of f .

Consequently, we only deal with the asymptotic behavior of fn(x)−E(fn(x)).

8.1 A general result

Definitions 4. We say that a Borel measurable function K from R to R is

a kernel if:

‖K‖∞ < ∞, lim
|u|→∞

|u|K(u) = 0, and

∫
K(u) du = 1 . (8.1)

Definitions 5. For any x in Rd and any positive real M , denote by

L1
M,x the space of integrable function from Rd to R with support in the

cube [x1 − M,x1 + M ] × · · · × [xd − M,xd + M ]. If f belongs to L1
M,x,

denote by ‖f‖1,M(x) its norm. For any positive measure µ on (Rd,B(Rd)),

define the two quantities ‖µ‖∞,M(x) = sup{µ(|f |) : ‖f‖1,M(x) ≤ 1} and

‖µ‖∞(x) = lim
M→0

‖µ‖∞,M(x). If ‖µ‖∞(x) < ∞, we say that µ belongs to L∞x .

For each i in Z, denote by µi the law of (Y0, Yi). We make the following

assumptions:
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A1 Y has density f which is continuous at x.

A2 for each i in Z, µi belongs to L∞(x,x).

Proposition 10 Let K be a kernel, and hn be a sequence of positive numbers

such that hn tends to zero and nhn tends to infinity as n tends to infinity. Let

Yi be a strictly stationary sequence satisfying A1 and A2. Define succesively

Mi,n = Mi = σ(Yj, j ≤ i),

Xi,n =
1√
hn

{
K

(x− Yi

hn

)
− E

(
K

(x− Yi

hn

))}
, (8.2)

and Un as in Theorem 3. Assume that either (7.1) or (7.4) and S2(b) holds.

If furthermore

lim
n→∞

sup
k≤n

1

n

k∑
i=1

Cov(X2
0,n, X2

i,n) = 0 , (8.3)

then the process Un satisfies S1∗ with η = f(x)‖K‖2
2.

Proof. It is a consequence of either Corollary 2 or Corollary 3. In order to

apply Corollary 2, we need to prove that X0,n satisfies Lindeberg’s condition.

Define Kn(x) = h−1
n K(h−1

n x). Since A1 holds, classical arguments ensure

that E(Kn(x − Y )) converges to f(x), and consequently
√

hnE(Kn(x − Y ))

tends to 0 as n tends to infinity. Now, recall that

X0,n =
√

hn (Kn(x− Y )− E(Kn(x− Y ))) .

Therefore it suffices to show that the sequence
√

hnKn(x− Y ) satisfies Lin-

deberg’s condition. The density f being continuous at x, there exist two

positive reals M and C such that for any y in [x −M, x + M ], f(y) is less

than C. Setting K[M ] = K1I[−M,M ]c , we have

1

hn

E
(

K2
(x− Y

hn

)
1I√hn|Kn(x−Y )|>ε

√
n

)
≤ 1

hn

‖K[M/hn]‖2
∞

+ C

∫
K2(z)1I|K(z)|>ε

√
nhn

dz .

Note that uK2(u) tends to zero as |u| tends to infinity, which implies that

the first term on right hand vanishes as hn tends to zero. On the other hand,

since ‖K‖2 is finite, the second term tends to zero as nhn tends to infinity.

To complete the proof, it remains to see that (8.3) implies (7.3) with

λ0 = f(x)‖K‖2
2 and λk = 0 for any positive integer k. To prove the second

point, note that for any k > 0 (? denoting the convolution),

‖X0,nXk,n‖1 ≤ hn(µk ? |Kn ⊗Kn|(x, x) + 3(f ? |Kn|(x))2) . (8.4)
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Again, choose M such that for any y in [x − M, x + M ], f(y) is less than

C. Splitting the integral in four parts over the four sets [x − M,x + M ]2,

[x −M,x + M ] × [x −M, x + M ]c, [x −M,x + M ]c × [x −M,x + M ] and

([x−M, x + M ]c)2, we get the upper bound

µk ? |Kn ⊗Kn|(x, x) ≤ ‖K‖2
1 ‖µk‖∞,M(x)

+
2C

hn

‖K[M/hn]‖∞‖K‖1 +
1

h2
n

‖K[M/hn]‖2
∞ . (8.5)

Now assumption A2 ensures that for M small enough, the first term on right

hand is finite. The two other terms on right hand tending to zero as n tends

to infinity, we infer that supn>0 µk ? |Kn ⊗ Kn|(x, x) < ∞. Both this fact

and (8.4) imply that, for any positive k, ‖X0,nXk,n‖1 tends to 0 as n tends

to infinity, so that (7.3) holds with λk = 0.

It remains to see that (7.3) holds for k = 0 with λ0 = f(x)‖K‖2
2. Since

the function ‖K‖−2
2 K2 is a kernel, classical arguments ensure that E(X2

0,n)

converges to f(x)‖K‖2
2. Now

1

(nt)2

∥∥∥
[nt]∑
i=1

Xi,n−E(X0,n)
∥∥∥

2

2
=

[nt]

(nt)2
Var(X2

0,n)+
2

nt

[nt]∑

k=1

1

nt

k−1∑
i=1

Cov(X2
0,n, X2

i,n) .

Using that ‖K‖−4
4 K4 is a kernel, we infer that Var(X2

0,n) = O(h−1
n ), so that

n−1Var(X2
0,n) tends to zero as nhn tends to infinity. Since furthermore (8.3)

implies that the second term on right hand tends to zero as n tends to infinity,

the result follows.

8.2 Application to mixing sequences

In this section, we give three differents applications of Proposition 10 to the

case of mixing sequences.

Definitions 6. Let U and V be two σ-algebras of A. The strong mixing

coefficient of Rosenblatt (1956a) is defined by

α(U ,V) = sup{|P(U)P(V )− P(U ∩ V )| : U ∈ U , V ∈ V}. (8.6)

The φ-mixing coefficient introduced by Ibragimov (1962) can be defined by

φ(U ,V) = sup{‖P(V |U)− P(V )‖∞, V ∈ V} . (8.7)

Between those coefficients, the following relation holds : 2α(U ,V) ≤ φ(U ,V).
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Definitions 7. Let Y and ε be two real valued random variables, and

define (Yi, εi)i∈Z = (Y ◦ T i, ε ◦ T i)i∈Z. We say that (Yi, εi)i∈Z is a functional

autoregressive process if there exists a Borel-measurable function ψ such that

Yi = ψ(Yi−1)+εi, where ε1 is independent of the σ-algebraM0 = σ(Yi, i ≤ 0).

Consider the two following assumptions, which are stronger than A2:

A3 assumption A2 holds and moreover lim
M→0

sup
i∈Z

‖µi‖∞,M(x, x) < ∞.

A4 (Yi, εi)i∈Z is a functional autoregressive process and ε has density h

which is continuous and bounded.

Corollary 4 Let (Yi)i∈Z be a strictly stationary sequence. Let hn, (Xi,n)i∈Z,

and (Mi)i∈Z be as in Proposition 10, and define the process Un as in Theorem

3. Write φ∞,1(k) = φ(M0, σ(Yk)) and α∞,1(k) = α(M0, σ(Yk)). Consider

the three following conditions:

(i)
∑

k>0

φ∞,1(k) < ∞, (ii)
∑

k>n

α∞,1(k) = o
( 1

n

)
, and (iii)

∑

k>0

α∞,1(k) < ∞.

If either (A1,A2, (i)), (A1,A3, (ii)) or (A4, (iii)) holds, then the process

Un satisfies S1∗ with η = f(x)‖K‖2
2.

Remark 10. The mixing rate (ii) was first required by Robinson (1983)

for the more stringent coefficients α∞,∞(k) = α(M0, σ(Yi, i ≥ k)). To un-

derstand the difference between α∞,∞ and α∞,1, note that the convergence

of α∞,∞(n) to zero implies that M∞ is independent of I, while the same

property for α∞,1(n) does not even implies that σ(Y0, Y1) is independent of

I. This means in particular that a large class of nonergodic processes are

concerned by Corollary 4. For such processes, it may be surprising that the

variance term η is degenerate. In fact, this is due to Assumption A2 which

implies that, for any positive integer i, the covariance between X0,n and Xi,n

tends to zero as n tends to infinity.

Remark 11. Let us recall some recent results about mixing rates for autore-

gressive processes (cf. Tuominen and Tweedie (1994) and Ango Nzé (1998)).

Suppose that (Yi, εi)i∈Z is a functional autoregressive process and that

1. the sequence (εi)i∈Z is i.i.d, the density h of ε satisfies ‖h‖∞(0) > 0,

and there exists S ≥ 1 such that E|ε|S < ∞.
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2. ψ is continuous and there exist a positive real R and δ in ]0, 1[ such

that for any real x more than R, |ψ(x)| ≤ |x|(1− |x|−δ).

Then the sequence (Yi)i∈Z is arithmetically absolutely regular with rate n1−S/δ.

In particular, condition (iii) is satisfied as soon as S > 2δ.

8.3 Proof of Corollary 4.

We shall prove that if either (A1,A2,(i)), (A1,A3,(ii)) or (A4,(iii)) holds,

then Condition (8.3), (7.4) and S2(b) hold, so that Proposition 10 applies.

We begin by a preliminary lemma concerning the autoregressive model,

whose proof is omitted.

Lemma 5 Let (Yi, εi)i∈Z be a functional autoregressive process, as defined

in Definitions 7, and suppose that ε satisfies A4. Then the sequence (Yi)i∈Z
satisfies A1 and A2.

To check (8.3), (7.4) and S2(b), we need to control covariances. This can

be done with the help of the two following inequalities: if X and Y are two

real random variables respectively U and V-measurable, then we have

|Cov(X,Y )| ≤ 4α(U ,V)‖X‖∞‖Y ‖∞ , (8.8)

and for any conjugate exponents p, q

|Cov(X,Y )| ≤ 2φ1/p(U ,V)φ1/q(V ,U)‖X‖p‖Y ‖q . (8.9)

(8.8) is due to Ibragimov (1962) and (8.9) to Peligrad (1983).

Proof of Condition (8.3)

a) Condition (A1,A2,(i)). From inequality (8.9), we have

|Cov(X2
0,n, X2

k,n)| ≤ 2φ∞,1(k)‖X2
0,n‖1‖Xk,n‖2

∞ ≤ 8

hn

φ∞,1(k)E(X2
0,n)‖K‖2

∞ ,

and (8.3) follows from the inequality

1

n

n∑

k=1

|Cov(X2
0,n, X2

k,n)| ≤ 2E(X2
0,n)‖K‖∞

( 1

nhn

∞∑

k=1

φ∞,1(k)
)

.

b) Condition (A4,(iii)). Recall that Yi = ψ(Yi−1) + εi, and define

Zk−1,n =

∫
1

hn

{
K

(x− ψ(Yk−1)− z

hn

)
− E

(
K

(x− Yk

hn

))}2

h(z)dz (8.10)
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Since εk is independant of Mk−1, Cov(X2
0,n, X

2
k,n) = Cov(X2

0,n, Zk−1,n). Ap-

plying inequality (8.8), we obtain

|Cov(X2
0,n, X

2
k,n)| ≤ 16

hn

α∞,1(k − 1)‖K‖2
∞‖Zk−1,n‖∞ ,

Since h is bounded, we easily deduce from (8.10) that there exists a constant

C such that ‖Zk−1,n‖∞ ≤ C. We conclude the proof as in a).

c) Condition (A1,A3,(ii)). Write first

|Cov(X2
0,n, X2

k,n)| ≤ ‖X2
0,nX

2
k,n‖1 + ‖X2

0,n‖2
1

≤ 4‖K‖∞
hn

‖X0,nXk,n‖1 + ‖X2
0,n‖2

1 .

From (8.4), (8.5) and A3, we infer that supk>0 ‖X0,nXk,n‖1 = O(hn), so that

there exists a constant C such that

sup
n>0,k>0

|Cov(X2
0,n, X2

k,n)| ≤ C . (8.11)

On the other hand, applying once again inequality (8.8), we have

|Cov(X2
0,n, X2

k,n)| ≤ 64

h2
n

α∞,1(k)‖K‖4
∞ . (8.12)

Now (8.11) and (8.12) together yield

1

n

n∑

k=1

|Cov(X2
0,n, X2

k,n)| ≤ C

nhn

+
64‖K‖4

∞
nh2

n

∞∑

k=[1/hn]

α1,∞(k) ,

and (8.3) follows from assumption (ii) and the fact that nhn tends to infinity.

Proof of Condition (7.4)

We shall prove that the sequence is asymptotically 0-conditionally centered

of type 2, and more precisely that Condition R1’ of Remark 9 holds:

lim
n→∞

n∑

k=1

‖X0,nE(Xk,n|M0,n)‖1 = 0 . (8.13)

a) Condition (A1,A2,(i)). Set s(k, n) = 1IE(Xk,n|M0)>0−1IE(Xk,n|M0)≤0. Since

E|X0,nE(Xk,n|M0)| = Cov(|X0,n|s(k, n), Xk,n) , (8.14)
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we obtain from (8.9) the upper bound

E|X0,nE(Xk,n|M0)| ≤ 4φ∞,1(k)
1√
hn

‖X0,n‖1‖K‖∞ .

Since (i) holds and supn>0 h
−1/2
n ‖X0,n‖1 is finite, the last inequality yields

∞∑

k=1

sup
n>0

E|X0,nE(Xk,n|M0)| < ∞ . (8.15)

On the other hand, from inequality (8.4) we infer that

E|X0,nE(Xk,n|M0)| ≤ hn(µk ? |Kn ⊗Kn|(x, x) + 3(f ? |Kn|(x))2) , (8.16)

and the last bound is a O(hn) because of A2 and (8.5). Since (i) is satisfied,

(8.13) follows from (8.15), (8.16) and the dominated convergence theorem.

b) Condition (A4,(iii)). Since Yi = ψ(Yi−1) + εi, we obtain from (8.14)

E|X0,nE(Xk,n|M0)|

=
√

hnCov

(
|X0,n|s(k, n),

∫
K(u)h(x− hnu− ψ(Yk−1))du

)

and we conclude as in a) by using (8.16) and the inequality

E|X0,nE(Xk,n|M0)| ≤ 8α∞,1(k − 1)‖K‖∞‖h‖∞‖K‖1 .

c) Condition (A1,A3,(ii)). From (8.16) and A3, we infer that there exists

a constant C such that

sup
k>0
E|X0,nE(Xk,n|M0)| ≤ Chn . (8.17)

On the other hand, from (8.14) and inequality (8.8) we have

E|X0,nE(Xk,n|M0)| ≤ 4α∞,1(k)‖X0,n‖2
∞ ≤ 16

hn

α∞,1(k)‖K‖2
∞ . (8.18)

Now (8.17) and (8.18) together yield

n∑

k=1

E|X0,nE(Xk,n|M0)| ≤ Chn

[
ε

hn

]
+

16‖K‖2
∞

hn

∞∑

k=[ε/hn]

α1,∞(k) ,

for any positive ε. Hence (8.13) follows straightforwardly from (ii).

Proof of S2(b)
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Assume that (iii) is satisfied. Using again s(k, n), we have

‖E(Sn(t)|M0)‖1 ≤
[nt]∑

k=1

Cov(Xk,n, s(k, n)) .

Since s(k, n) is M0-measurable and bounded by 1, inequality (8.8) leads to

Cov(Xk,n, s(k, n)) ≤ 4α∞,1(k)‖X0,n‖∞ ≤ 8√
hn

α∞,1(k)‖K‖∞ .

Finally
1√
n
‖E(Sn(t)|M0)‖1 ≤ 8‖K‖∞√

nhn

∞∑

k=1

α∞,1(k) ,

which tends to zero as nhn tends to infinity. To conclude, note that (i) and

(ii) are both stronger than (iii) and hence imply S2(b).

9 Appendix

9.1 Proof of Lemma 1

1 ⇒ 2 is obvious. It remains to prove that 2 ⇒ 1. We proceed in 3 steps.

Step 1. LetD(Rd) be the space of functions from Rd to C which are infinetely

derivable with compact support. Let ϕ be any element of D(Rd) and set

ϕ̄(t) = ϕ̂(−t). From Plancherel equality, we have µn(ϕ) = (2π)−dµ̂n(ϕ̄). The

function ϕ̄ being infinitely derivable and fast decreasing, it belongs to L1(λ).

Since |µ̂n| converges to zero everywhere and is bounded by supn>0 ‖µn‖, the

dominated convergence theorem implies that µ̂n(ϕ̄) tends to zero as n tends

to infinity. Consequently, for any ϕ in D(Rd), µn(ϕ) converges to zero as n

tends to infinity.

Step 2. Let ϕ be any function from Rd to R, continuous and with compact

support. For any positive ε, there exists ϕε in D(Rd) such that ‖ϕ−ϕε‖∞ ≤ ε.

Since furthermore supn>0 ‖µn‖ is finite, we infer from Step 1 that µn(ϕ) tends

to zero as n tends to infinity.

Step 3. For any positive integer k, let fk be a positive and continuous

function from Rd to R satisfying: ‖fk‖∞ ≤ 1, f(x) = 1 for any x in [−k, k]d,

f(x) = 0 for any x in ([−k − 1, k + 1]d)c.

For any continuous bounded function ϕ, write

|µn(ϕ)| ≤ |µn(ϕfk)|+ ‖ϕ‖∞|µn|(([−k, k]d)c) .
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From Step 2 the first term on right hand tends to zero as n tends to infinity.

Since the sequence (µn)n>0 is tight, the second term on right hand is as small

as we wish by choosing k large enough. This completes the proof of 1.

9.2 Proof of Lemma 3

For any real number m, consider A1 = {X ≤ m}, A2 = {E(X|M) ≤ m},
C1 = A1 ∩Ac

2 and C2 = A2 ∩Ac
1. Since by assumption the random variables

X and E(X|M) are identically distributed, it follows that P(A1) = P(A2),

P(C1) = P(C2) and E(X1IA1) = E(X1IA2). This implies in particular that

E((X −m)1IC1) = E((X −m)1IC2). These terms having opposite signs, they

are zero. Since X −m is positive on C2, it follows that C2 and consequently

A1∆A2 have probability zero (∆ denoting the symmetric difference). Now,

it is easily seen that

E((E(X|M))21IA1) = E((E(X|M))21IA2) = E(X21IA1) and (9.19)

E(XE(X|M)1IA1) = E(XE(X|M)1IA2) = E((E(X|M))21IA2) (9.20)

According to (8.12) and (8.13), we obtain

‖(X − E(X|M))1IA1‖2
2 = ‖X1IA1‖2

2 + ‖E(X|M)1IA1‖2
2 − 2E(XE(X|M)1IA1)

= 0 (9.21)

Since (8.14) is true for any real m, it follows that X = E(X|M) almost

surely, and Lemma 3 is proved.
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[8] Dedecker, J. and Rio, E. (2000) On the functional central limit theorem for
stationary processes, Ann. Inst. H. Poincaré Probab. Statist. 36 1-34.
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