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ABSTRACT. This work presents some recent developments concerning empirical central
limit theorems for dependent sequences. We try to give general conditions under which
an adaptive truncation in the chaining procedure works. We show that these conditions
are satisfied for a large class of mixing processes satisfying suitable moment inequalities.

1 Introduction

Due to the wide range of its applications in statistics, from parametric to nonparametric
estimation, the theory of empirical processes has been widely investigated since the early
work of Donsker [9]. For independent observations, Donsker proved in 1952 the weak
convergence of the empirical distribution function to a Brownian bridge, which provides
as a straightforward consequence the asymptotic behavior of the Kolmogorov-Smirnov
statistic.

Dudley [12], [13], extended this result to empirical processes indexed by a class of
functions F and gave a precise definition of weak convegence in the non separable
space £*°(F) of bounded functionals from F to R. When F = {1¢,C € C} reduces
to indicators of sets, he also provided two different kinds of conditions on F for the
empirical process to converge to a £°°(F)-valued Gaussian random variable. The first
one involves combinatorial arguments (C is a V-C class) and is strongly related to the
notion of universal entropy. The second one is an integrability condition on the entropy
with inclusion of the class C.

In 1982, Pollard [21] proved an empirical central limit theorem under an integrability
condition on the universal entropy of F. This condition is optimal in a sense: when
replacing universal entropy by the classical metric entropy, it is the minimimal con-
dition (in term of the metric entropy) ensuring the limiting Gaussian process to have
continuous sample paths.

Independently, in 1984 Bass [4] obtained the convergence of set-indexed partial sum
processes under a minimal condition in terms of entropy with inclusion. His proof is
based on a delicate adaptive truncation in the chaining procedure. The main technique
is a systematic use of Bernstein’s inequality (or, equivalently, of Rosenthal’s inequality)
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which provides the needed truncation level. The same tools and techniques were used in
1987 by Ossiander [18] in the context of empirical processes to obtain optimal conditions
on F in terms of entropy with bracketing (the analogue of entropy with inclusion for
classes of functions).

The theory of empirical processes was soon extented to different types of dependent
variables. An early result of Billingsley [6] extended Donsker’s theorem to (uniformly)
¢-mixing sequences. For more general classes of functions, see for instance Phillip [19],
Doukhan, Léon and Portal [10], Massart [16] or Andrews and Pollard [2].

In terms of entropy with bracketing, the most complete work seems to be that of
Doukhan, Massart and Rio [11] in a S-mixing framework. They showed in particular
that the right norm to consider in order to measure the size of the brackets is related to
the dependence stucture of the variables (see also Rio [25] Chapter 8, for more details
on this subject). After a careful reading of this paper, we infer that suitable maximal
inequalities are the only essential tools to carry out the chaining procedure.

The paper is organized as follows: Section 2 is devoted to the mathematical back-
ground. In Section 3 we state our main result: Theorem 3.3 provides conditions in terms
of maximal inequalities for the empirical process indexed by finite sets of functions
which are sufficient to derive the asymptotic equicontinuity of the empirical process.
In Section 4 we show how to derive such inequalities from Rosenthal-type inequalities.
We obtain the tightness of the process under Ossiander’s condition in the i.i.d. case
and Doukhan, Massart and Rio’s in the §-mixing case. The condition we propose for
nonuniform ¢-mixing sequences are new, to our knowledge. In Theorem 5.1 of Section
5, we recall some recent conditions yielding the finite-dimensional convergence of the
empirical process, which together with Section 4 imply empirical central limit theorems
under various dependence conditions (cf. Theorem 5). The proof of Theorem 3.3 (an
adaptation of [11]) is postponed until Section 6. Some technical lemmas concerning the
[-mixing case are presented in the Appendix.

2 Empirical process, weak convergence and tightness
in (>(F).

Let X = (X;);ez be a strictly stationary sequence of random elements with values in
a Polish space X with common marginal distribution P. Denote by P, the empirical
probability measure and by Z,, the centered and normalized empirical measure:

1 n
P, = 5;5&., Zn = /n(P, — P).

Let F be a class of measurable functions from X to R. The space £*°(F) is the set of
all functions z from F to R such that ||z|| 7 = sup;c# [2(f)| is finite. A random variable
X with values in ¢°°(F) is tight if for any positive e there exists a compact set K. of
(>°(F), |||l #) such that P(X € K.) > 1 —e.

Assume that for every z in X, sup;cz|f(z) — P(f)| is finite. Under this minimal
condition, the empirical process {Z,(f), f € F} can be viewed as a variable with val-
ues in ¢>°(F), altough it may not be measurable with respect to the Borel o-algebra
generated by ||.|#. Nevertheless, we say that Z,, converges weakly to a £°°(F)-valued
random variable Z (i.e. Borel measurable) if, for every continuous bounded function h
from (£>°(F),||-ll7) to R, the outer expectation E*(h(Z,)) converges to E(h(Z)) (see
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for instance [27] p. 4 for the definition of outer expectations and measures, and more
details about weak convergence for non-measurable maps).

The variable Z,, with values in ¢°°(F) is asymptotically p-equicontinuous if there
exists a semimetric p on F such that, for every € > 0,

lim limsup]P’*( sup |Zn(f) — Zn(g)| > e)z(),
020 m—oo Mp(f9)<d, f9€F

where P* stands for the outer probability. In the sequel, for short, we shall omit to put
the stars. The ¢°°(F)-valued variable Z,, converges weakly to a tight limit in £*°(F) if
and only if it is asymptotically p-equicontinuous for a semimetric p such that (F, p) is
totally bounded, and every one of its finite-dimensional marginals (Z,(f1), ... Zn(fx))
converges weakly (see for instance [22], Theorem 10.2).

A random variable G with value in ¢>°(F) is a Gaussian process if every one of its
finite-dimensional marginals (G(f1),...,G(fx)) is normally distributed. Denote by T’
its covariance function I'(f,g) = Cov(G(f),G(g)) and write I'(f) = T'(f, f) for the
associated quadratic form. Let K be the set of functions of £>°(F) which are continuous
with respect to I'(.). A zero-mean Gaussian process G is tight if and only if £°°(F)
is relatively compact with respect to I'(.) and G has almost sure continuous sample
paths: P(G € K) = 1. If G is a tight Gaussian process then it is also Gaussian as
an (> (F)-valued random variable: for every element d of the dual of £>°(F), the real
valued random variable d(G) is normally distributed.

3 From maximal inequalities to tightness

Before stating the main theorem of this paper, we need some more definitions.

Definition 3.1. For anyp > 1, let LP(P) be the class of real-valued functions on (X, P)
such that || f||b = P(|f[?) is finite. We say that a normed space (L, ||.||) is an L-space if

1. There exist two positive numbers a1 and ag such that ||f|1 < a1l f]| for any f
in L and ||f|| < az||flleo for any f in L°(P). In particular, this implies that
If = P(HIF < (1 + arag) || F]]-

2. ||| is nondecreasing: if f and g are two elements of L such that |f| < |g|, then

11 < llgll-

Note that LP(P) is an L-space as soon as p > 1.

Definition 3.2. Entropy with bracketing: let F be a subset of an L-space (L, ||.||).
Given (f,g) in L x L with f < g, the bracket [f, g] is the set of all functions h with
f<h<g. Ane-bracket is a bracket [f, g] with ||f —g|| < €. The entropy with bracketing
H(F, ¢, ||.|) is the logarithm of the smallest number of e-brackets needed to cover F.

Theorem 3.3 below gives sufficient conditions for the process Z,, to be asymptotically
equicontinuous. They are in fact general conditions under which Ossiander’s method
(cf. [18]) works. The main point is to find a truncating function for which the maximum
of Z,(g) over a finite set of m-bounded functions is well controlled.

A typical application of Theorem 3.3 is the following: let G be any finite set of centered
functions of L>°(P), and m, d two positive numbers such that ||g|lcc < m and ||g||2 < 0
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for any g in G. Set H = max(1,log(|G|)) and assume that there exists b in [1,00] and a
constant C' depending only on X such that

b1

E <glggx|zn(g)|> <c <6x/ﬁ+ W) . (3.1)

Then the ¢>°(F)-valued variable Z,, is asymptotically equicontinuous as soon as

1
| VB aayomy) du < oo
0

We shall see in Section 4 that Inequality (3.1) holds for i.i.d. sequences with b = oo,
and for some non-uniform ¢-mixing sequences when b equals 1 or 2 (similar bounds may
be obtained for b in ]1,2[ via interpolation arguments). In the latter case, the value of
b is entirely determined by the decay of the ¢-mixing coefficients.

The fact that the right norm to consider in order to measure the size of the brackets
is related to the dependence structure of the variables has been clearly pointed out by
Doukhan, Massart and Rio [11] for absolutely regular sequences (see Section 4.3). In
this framework, one obtains a bound similar to (3.1) involving the exact rate of mixing
of the sequence (cf. equation (4.12)). This inequality leads to the norm ||.||2 g indexed
by the whole sequence 5 = (5;);>0 of S-mixing coefficients of X (see equation (4.8) for
the definition of ||.||2,53). From the inequality ||g|l2 < ||g||2,3, we infer that the L-space
Lo5(P) ={g:|lgll2,s < oo} is continuously embedded in L?(P). Conversely, we shall
see that for b in [1,00], the space L2/ (=1 (P) is continuously embedded in L5 5(P) as
soon as the B-mixing coefficients of X satisfy > k*~13(k) < oo. This coincides with the
i.i.d. case when b = oo, and yields the same rate as for non-uniform ¢-mixing sequences
when b equals 1 or 2.

In each case, the asymptotic equicontinuity of Z, may be obtained via the following
general Theorem:

Theorem 3.3. Let X be a stationary sequence with marginal distribution P. Let (L, ||.||)
be an L-space and F a class of functions of L with envelope function F (i.e. |f| < F
for any f in F).

Assume that there exists two functions, my from N* x RL x N* to Rt U {400},
nondecreasing in the second variable and nonincreasing in the third, and mo from N* xN*
to Rt nonincreasing in the second variable, such that both Conditions 1 and 2 hold:

1. For any (n,d,k,1) in N* x Ry x N* x N* and any finite subset G of centered
functions of L with cardinality |G| < k, whose elements satisfy ||g|| < 0 and
gl < mi(n, 8,0 we have

Illoo = m2(n7k) ’

1,log(k

E(max|2,(0)]) < Cu6 ( (L, log(A)) + m"(g(”>

ge

max(1,log(1))
for some some constant C7 depending only on X .

2. For any (n,d,k) in N* x RY x N* and any g of L such that ||g]| < 6, we have,
ml(nvéa k)
mQ(na k) ’

\/ﬁ||gl4g>m(n,6,k) ”1 S 026 V maX(L log(k)) ’

for some constant Cy depending only on X.

setting m(n, 9, k) =
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Assume furthermore that there exists a function M from N* x R% x N* to RT U {400}
such that both Conditions 8 and 4 hold:

3. For any finite subset G of centered functions of L with cardinality |G| < k, whose
elements satisfy ||gl] < and ||g|lcc < M(n,d,k), we have

E(I;leaéc |Zn(g)|> < C30+y/max(1, log(k)) + R(n, d, k),

for some some constant Cs depending only on X, and R(n,d, k) tending to zero
as n tends to infinity.

4. The envelope function F of the class F satisfies
for any (6, k), nll_{rgo VOl Flypsni(nsmll = 0.

Then the > (F)-valued variable Z, is asymptotically ||.||-equicontinuous as soon as

1
/0 VEF, u, |[]) du < oo. (3.2)

Remark 3.4. Tt is well known that (3.2) implies the existence of an envelope function F'
belonging to L. In many cases the choice M = m ensures that Condition 4 is satisfied
for any Fin L (in that case Condition 3 is realized with C5 = 2Cy and R = 0). However,
it may happen (see Section 4.3) that the good truncating function M depends on the
envelope F.

Remark 3.5. If the function my = oo satisfies the assumptions of Theorem 3.3 (note that
it always satisfies Condition 2), then one can take M = oo as well, so that Conditions
3 and 4 are automatically realized (see the preceding remark). In such a case, the
result can be improved by replacing entropy with bracketing by metric entropy (i.e. the
logarithm of the smallest number of balls of radius u with respect to ||.|| necessary to
cover F).

Remark 3.6. We have written the theorem with /- because this function appears when
considering classical Rosenthal-type inequalities. In fact the result remains true when
replacing /- by any increasing subadditive function ¢(.) in Conditions 1, 2 and 3. The
entropy condition (3.2) then becomes

1
/0 e(H(F,u,|.]|) du < oo.

Remark 3.7. Let mq, mo, M and R be four functions satisfying Conditions 1, 2 and 3
of Theorem 3.3. It follows from Proposition 6.2 that there exists a positive constant K
depending only on X such that, for any class F whose elements satisfy || f] <,

4
E(;gg 1Zu(D]) < K / VIVEF, u, [D)du + 2Vl Flaps sl + 2R(n,6),

where F' is the envelope function of F and we set R(n,d) = R(n, (1 + a1az2)d, N(0)),
M(n,8) = M(n, (1 + a1a2)d,N(0)) and N(6) = exp(H(F,J, ||.||). In particular, if (3.1)
holds then ||.|| = ||.ll25/(6—1), a1 = a2 = 1, R,, = 0 and

b—1

n 25F2
M(n,d) =20 :
(n,0) (1\/H(.7-',5, ||~||2b/(b—1))>

In the i.i.d. case (i.e. b = 00), this is the same bound as in Theorem 2.14.2 of [27].
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4 From Rosenthal’s inequality to maximal inequali-
ties

4.1 The i.i.d. case

In this section, we assume that the sequence (X;);cz is i.i.d. If f is a centered function
of L?(P) for p > 2, Rosenthal’s inequality yields (see for instance Pinelis [20])

120Dl < K (Vo + 7| mass 1701] ) (4.1)

1<i<n

for some absolute constant K. Now let G be any finite set of centered functions of
L>°(P), and m,d two positive numbers such that ||g||ec < m and ||g|l2 < § for any g in
G. From (4.1) we get that

tmax | Zn(9)llp < K (v + %) (42)

Since, for p > 2,

1/p
E(max |Z,(0)]) < ||max| Zu (o)l < (gez_;;wn(gnp) <1617 max | Z,(9)]

we obtain, applying (4.2) with p = 2H = 2max(1,log|G|)

E (max|2,(0)1) < € (v + ") (43)

for some absolute constant C'.
Set H(k) = max(1,log(k)). From (4.5) it is clear that the functions defined by

me =1, m(n,d,k) =mi(n,6,k) =0 %
satisfy Conditions 1 and 2 of Theorem 3.3 for the space L = L?(P) equipped with the
norm ||.|l2 (note that Condition 2 is satisfied with Cy = 4). Clearly, the choice M = m
ensures that both Conditions 3 and 4 are satisfied, so that the £*°(F)-valued variable
Z,, is asymptotically ||.||2-equicontinuous as soon as

1
/ Vw2 du < 0.
0

This result was first obtained by Ossiander [18]. Andersen, Giné, Ossiander and Zinn
[1] weakened the bracketing assumption and used majorizing measure instead of metric
entropy.

4.2 An extension to martingales

Let (X;)icz be a stationary sequence and M; = o(Xy,k < i). For any f in L*(P),
define the variable
Walf) = —= 3 (F06) — B(FCX) M)
Vi iz

i=1

3
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and the two numbers d;(f) and da(f)

di(f) = ||E (|f(X1)[|[Mo)||, and dao(f) = ||E ((f(Xl))QlMo)HZQ -

From [20] again, we have the bounds
WPl < K (VBdatf) + 7| max 170X ~EGOlMl| ) (4

Arguing as in Section 4.1 we infer that, for any finite set G of functions of L*°(P), and
m, d two positive numbers such that ||g|lcc < m and dz(g) < § for any g in G,

E ( max|W,(g)| | <C SVE + : (4.5)
9€G NG

where H = max(1,log|g|).

Looking at the proof of Theorem 3.3, we see that it may be adapted to the process
W,, by replacing the L' norm in Conditions 2 and 4 by the norm d;. Now, since
di(flafsm) < 4m~1(do(f))?, the function m of the preceding section works. We infer
that the ¢°°(F)-valued variable W,, is asymptotically de-equicontinuous as soon as

/1 VH(F, u,ds)du < co. (4.6)
0

If furthermore any function f of F satisfies E(f(X1)|Mo) = P(f), then the £>°(F)-
valued variable W,, coincides with Z,,, and the latter is asymptotically equicontinuous
under the entropy condition (4.6).

Let us give two applications of this result

1. Assume that X; = (Y;,Y;—1) where (Y;);cz is a stationary Markov chain with
values in an arbitrary space (E,E) and with transition kernel K. Let F be a
class of L?(P) such that E(f(X1)|Mgy) = P(f) for any f in F. In that case, the
£ (F)-valued variable Z,, is asymptotically ds-equicontinuous as soon as (4.6)
holds, where the norm ds is given by

(da(f))? = sup / (@, 9) P (2, dy)

el

2. Assume that X; = (g;,Y;) where ¢ = (g;);¢z is stationary with marginal distribu-
tion P., Y = (Y;)iez is i.i.d. with marginal distribution Py, and ¢ is independent
of Y. Set [lg||2, = P(lg|") and [|2[]y., = Py (|h|?). Let F. be a class of M-
bounded functions of L>°(P.), Fy be a class of centered functions of L?(Py) with
envelope Fy and

F=F.xFy={gxhgeF.,heFy}.

Clearly, E(f(X1)|Mo) =0 for any f in F. Now, if g < g < g, and hy < h < hy,
then we have (g x h); < g x h < (g X h),, where

(g4 X hig) + (Gue X Py ) + (1= X hug) + (gur x =) = (g x h)
(91— X hi—) + (gus X huy) + (gie X hu) + (gu— X i) = (g X h)y
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fr=fVv0and fo = f AO. If furthermore |h,| V |h] < Fy and |gu| V |gi] < M,
we easily obtain that

dy (9 % h)u = (g x b)) <4([Fy[ly2llgr = gulle.co + Mlhi = hully.2) -

From this inequality, we infer that
H(fv 4U(M + HFY||2,Y)7d2) S H(]:Evuv H”E,OO) + H(fy,u, ||'||Y72) .

We conclude that the £°° (F)-valued variable Z,, is asymptotically da-equicontinuous
as soon as

1 1
/ A H(Fe,uy |- Je,00)du < 00 and / VH(Fy,u, || |ly,2)du < 0o
0 0

Setting M. o = o(g;,% < 0), the conclusion remains true if we use the norm
(d-2(9))? = [IE(]g(£1)|?|Mc,0)||oo instead of ||.||c,cc in the first entropy condition.

The result of this section is a particular case of a remarkable work of Nishiyama [17]
(see Theorem 4.2 and Corollary 4.3 therein). In this paper no stationarity assumption
is made, the natural random distances

hon(h) = (& ZEIf DPIM)

are used instead of do, and the condition on F is expressed in terms of partitioning
entropy (in the spirit of Theorem 2.11.9 of [27]). The general context of £°°(F)-valued
martingale difference arrays is also considered.

4.3 Absolutely regular sequences

We first recall the definition of the [-mixing coeflicient between two o-algebras (cf.
Rozanov and Volkonskii [26]). Let (2,.4,P) be a probability space. Given two o-
algebras U and V of A, the S-mixing coeflicient is defined by

20U, V)=sup Y [P(U:NV;) —PU)BV;)|,
(i,J)eIxJ

where the supremum is taken over all the finite partitions (A;);er and (Bj) e respec-
tively U and V-measurable.

Now, let X = (X;);ez be a stationary sequence with marginal distribution P and M,
be the o-algebra defined by My = o(X;,7 < 0). Define the coefficients B 1 of X by

Book(n) = sup{B (Mo, o (X;,,..., Xi,)),0<n <ig < <iy} (4.7)

In this section we shall only consider S, o coefficients. For the sake of simplicity we
omit the indexes, and put

B(0)=0 andforn >0, B(n)=Lw,cn).

The sequences X is said to be absolutely regular as soon as 3(n) tends to zero as n
tends to infinity. Let S~ be the inverse cadlag of the decreasing function t — B([t]),
and @, the inverse cadlag of the tail function t — P(|g| > t).
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From now, assume that the series Y (k) is finite. This implies that S~! is an
integrable function with respect to Lebesgue measure on [0,1]. Following Doukhan,
Massart and Rio [11], define the set Lo 5(P) as the set of functions g for which

lgll3.5 = / 5 (WQ2(u) du < 0. (4.8)

It is proved in Lemma 1 of [11] that (L2 5(P),]|.|][2,5) is a normed subspace of L?(P).
Since 37! is greater than 1, we get that ||g||2 < [|g||2,5- On the other hand for any func-
tion g in L*°(P), Qg is bouded by ||g||oc, and (4.8) implies that ||g||§6 < lgllz, > B(k).
Collecting the above facts and noting that |f| < |g| implies @ < @, we infer that
(L2.8(P), ||-ll2,8) is an L-space.

We now try to find a function m which satisfies the assumptions of Theorem 3.3. To
this end, we approximate the original sequence by a sequence of independent random
variables (see again [11]). The main tool to perform this approximation is Berbee’s
coupling lemma (cf. [5]), which we recall hereafter:

Lemma 4.1. Let X and Y be two random variables taking their values in the Borel
spaces S1 and So respectively, and let U be a random variable with uniform distribution
on [0, 1], independent of (X,Y). There exists a random variable Y* = f(X,Y,U), where
f is a measurable function from Sy x Sy x [0,1] into Sz, such that:

1. Y* is independent of X and has the same distribution as'Y .
P(Y #Y) = B(o(X),0(Y)).

Let ¢ be any positive integer. Starting from Lemma 4.1 we construct by induction a
sequence of random variables (X?);s¢ such that:

a) For any i > 0, the random variable U = (X{ ,,,..., X}, ,) has the same distri-
bution as U; = (Xig+1,- - - Xig+q)-

b) The sequence (U3;)i>o is i.i.d and so is (U, 4)i>0.
¢) For any i > 0, P(U; # U?) < B(q).

Let G be any finite set of centered functions of L°°(P) and m, § two positive numbers
such that [|gllcc < m and ||g|l2,s < & for any g in G. Setting Z) =n~/2 3" (dx0 — P),
we have

£ (max|2,(0)]) < B (maxl 220 ) +  (max|Zu0) - 2200 ) - (09)

g

Clearly

ol <
1Zn(9) — Zg(g)| < 2% Z Ty, 2x0,
i=1

and, since P(X; # X?) < B(q), we obtain

£ (max|Z,(6) - Z2(0)]) < 2030V (4.10)
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It remains to control the first term on right hand in (4.9). Define the random variables

Yko(g) by o)
k+1)gAn

W)= > gX).

i=kq+1

For Y,?(g), we have the upper bounds

IY¢(9)lloo < dllglloc < gm and [[Y(g)]l2 < 4]lgll2,p < 49,

the second inequality following from Rio’s covariance inequality [23]. Since the random
variables (Y3),)k>0 are independent (as well as (Y3, {)x>0), we obtain, applying twice
(4.5),

E (rggngS(g)l) < D(5\/ﬁ+ %\/ﬁH) :

for some absolute constant D. Combining this inequality with (4.10) yields

mqH
T+ mi) ) (4.11)

We now choose the integer ¢: define ¢(z) = min{p € N* : B(p) < pz}. Taking
¢ =q(H/n) in (4.11), we obtain

E (I;leagx|Zn(g)|) < D(5\/E+

E (Iggg |Zn(g)|> <2D (5\/17+ nth\z(g/rz)) . (4.12)

Set H(k) = max(1,log(k)). From (4.12) it is clear that the functions defined by

n 89 n

mi(n,d, k) =8 W, ma(n, k) = q(H(k)/n), m(n,dk)= S\ )

satisfy Condition 1 of Theorem 3.3 for the space (L, ||.||) = (L2,8(P), ||.||l2,3). In fact it
also satisfies Condition 2 (cf. Lemma 4 in [11] and Lemma 7.2 in the Appendix). There
seems to be no reason why the function m should be a good truncating function for
any envelope F' in Lo 3(P). We shall see in the Appendix (Lemma 7.3) how to find the
second function M from inequality (4.11).

Combining the above facts with the results of the Appendix, we infer that the as-
sumptions of Theorem 3.3 are satisfied for the L-space (L, |.||) = (L2,8(P),||-ll2,5)-
This implies that the £°°(F)-valued variable Z,, is asymptotically ||.||2,s-equicontinuous

as soon as 1
/ SHE [ lag)du < 00 (4.13)
0

This result is due to [11] and extends on Ossiander’s [18] for i.i.d sequences (in which
case ||.||2,3 = ||-|2)- Let us see how it applies to standard mixing rates, (cf. [11] for a
much deeper discussion):

1. If 3" k*=1B(k) is finite for some b > 1, then (4.13) holds as soon as

1
/ VEE [y 1)) < 0.
0
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2. Assume that 8(k) = O(b*) for some b in |0, 1[, and denote by ¢ the convex function
o(z) = 2%log(1 + |x|). The space L(yp, P) of real valued functions f such that

11 =wi{e> 0, 2(p(LEM)) <1} < o

Cc

is continuously embedded in Lo 5(P). In particular, (4.13) holds as soon as

1
| VEE i < .
0

We conclude this section with some bibliographic notes: Rio [25], Chapter 8, considers
the minimal case Y (k) < oco. If F is a class of bounded functions, he gives entropy
conditions on F which imply asymptotic tightness of Z,. The proof uses Goldstein’s
coupling Theorem (see [14]), an analogue of coupling for Harris chains. Comparing
to (4.13), the conditions that he obtains are less good for classes of smooth functions
but strictly better if F consists of indicators of sets. As an application, he proves a
central limit theorem for the empirical distribution function under the minimal condition
>~ B(k) < oo, which cannot be obtained via (4.13).

The same author (Rio [24]) uses again Goldstein’s theorem together with symmetriza-
tion arguments to obtain conditions in terms of uniform entropy of the class F. In
particular, Theorem 3 of this paper is an extension to the absolutely regular case of
Pollard’s empirical central limit theorem (cf. [21]). Results of this type are of a special
interest for VC-classes of sets or VC-Major classes (see for instance [27], Chapter 2.6).
For these particular classes in a S-mixing context, see also Arcones and Yu [3].

4.4 Nonuniform ¢-mixing sequences

We first recall the definition of the ¢-mixing coefficient between two o-algebras (cf.
Ibragimov (1962)). Let (2, .4,P) be a probability space. Given two o-algebras U and V
of A, the ¢-mixing coefficient is defined by

U, V) = sup{|[P(V|UU) = P(V)[loo ,V € V}.

Now, let X = (X;);ez be a stationary sequence with marginal distribution P and Mg
be the o-algebra defined by My = o(X;,7 <0). Asin (4.7), define the coefficients ¢oo &
of X by

Gook(n) =sup{¢p (Mo, 0 (X;,,..., X)), 0<n <ip <--- <ig} (4.14)

Recall that ¢o, k-mixing is more restrictive than G p-mixing in the sense that G 1 (n) <
$ook(n). When k < oo, we call these coefficients non-uniform, because they only control
the dependence between the past o-algebra My and any k-tuple (X;,,...,X;,) of the
future, while the classical uniform ¢ o Or 50,00 coeflicients control the dependence
between the past and the whole future o(X;,4 > n). Nonuniform coefficients are of
a special interest for stationary random fields, for which classical uniform coefficients
are much too restrictive. All the results we shall give in this section may be extended
to random fields indexed by Z? with the appropriate extension of (4.14). Note also
that dealing with ¢o j allows to consider nonergodic sequences (or fields), while ¢oo 0o-
mixing sequences as well as absolutely regular sequences are necessarily ergodic (cf.
Section 5).

Now from Proposition 1 and Corollary 4(a) in Dedecker [8] (see also Lemma 3 therein)
we have, for any centered function f of L>°(P) and p > 3:
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1. Suppose that > kdoo 2(k) < co. Then, for any centered function f of L*°(P) and

any two numbers m, d such that || f|lcc < m and ||f]l2 <9,

m3
12l < K () (a\/m ’ ﬁ) .

Let G be any finite set of centered functions of L>°(P), and m,d two positive
numbers such that ||g|lcc < m and ||g||l4 < ¢ for any g in G. Arguing as in Section

(4.1) and setting H = max(1,log(|G|)), we obtain

e (max|2,(0) ) < o) (5T + 52 ) (115)

Set H(k) = max(1,log(k)). From (4.15) it is clear that the functions defined by

ma=1, (mn,dk)> = (mi(n,8,k))* = 53\/£

satisfy Conditions 1 and 2 of Theorem 3.3 for the space L = L*(P) equipped
with the norm ||.||4 (note that Condition 2 is satisfied with Cy = 43). Clearly,
the choice M = m ensures that both Conditions 3 and 4 are satisfied, so that the
£2°(F)-valued variable Z,, is asymptotically ||.|l4-equicontinuous as soon as

1
/ VEE, w [ a)du < 0.
0

. Assume that ¢oo 2(k) = O(k~?) for some bin |1, 2[. Then, for any centered function

f of L*°(P) and any two numbers m, d such that || f]lcc < m and || f]2 <6,

1Zn(N)llp < K2(6) (5\/ﬁ+

pm36—2 \/pm%(sﬁ
Vn
Let G be any finite set of centered functions of L>°(P), and m,d two positive

numbers such that [|glloc < m and ||gll2p/(3—1) < ¢ for any g in G. Arguing as
above, we obtain

Hm35~2 v Hmb 157
E(I;lgngn(s/N)SCz(@ (Mﬂ me Y ﬁm ) (4.16)

b+1 2

Define G5(m) = m3§=2V m?157-% and take
— _ _ -1
mo =1, m(n,d0,k) =mi(n,d,k) =Gy (5 7>,

so that Condition 1 of Theorem 3.3 is satisfied. Next, write

VH(E)

\/ﬁ||gl4g>m(n,6,k)”1 =~ 5 ||gG5(4g)H1

VHE)((4/8) P(lgl*) + (4/8) T P(1g|™7))

N

IN



J. DEDECKER AND S. LOUHICHI 13

Since ||glla < |lgll2p/(5—1), the last inequality implies that Condition 2 is satisfied
with Cy = 4% 4+ 4®+D/=1) for the space L = L2/~ (P) equipped with the
norm ||.||2p/(p—1). Taking M = m, the same arguments apply to Conditions 3 and
4. We conclude that the ¢°°(F)-valued variable Z, is asymptotically ||.|25/(5—1)-
equicontinuous as soon as

1
| B oo u < o
0

3. Assume that ) ¢oo,1(k) is finite. Then, for any function f in L>°(P),
120 (N)llp < K3(&) VPl flloo -

Arguing as above, we infer that the function m = oo satisfies the assumptions
of Theorem 3.3 for the space L = L*°(P) equipped with the norm ||.||cc. Con-
sequently, the ¢°°(F)-valued variable Z,, is asymptoticaly [|.||cc-equicontinuous as

soon as 1
/ VEFE u [ edu < oo
0

These results are new, to our knowledge. The comparison between uniform F-mixing
(see Section 4.3) and non-uniform ¢-mixing allows us to make the following conjecture:
if, for a positive integer n, the series > k" ¢, ,, (k) is finite and the class F satisfies

1
| VEE e amy)du < oo,

then the £°°(F)-valued variable Z, is asymptotically ||.|2y/(x—1)-equicontinuous.

5 Empirical central limit theorems

We first recall a central limit theorem for non uniform mixing sequences (cf. Dedecker
[7], Corollary 3):

Theorem 5.1. Let X = (X;)iez be a strictly stationary sequence of random variables
with value in a Polish space X with common marginal distribution P. Let T : X% s X%
be the shift operator: (T'(x)); = xit+1. Denote by T the o-algebra of T-invariant Borel
sets of XZ. Let f be an element of L?(P). If the mizing coefficients of X satisfy either

Boo,1(k)
Z/o Q?c(u)du <oo or Zd)oo,l(k) < 00,

k>0 k>0

then Z,(f) converges weakly to er/Tz(f), where e is a standard Gaussian random vari-
able independent of X ~1(Z) and

Tz(f) = Cov(f(Xo), f(Xi)| X 1(2)). (5.1)

kEZ

Applying the non-ergodic version of Ibragimov-Billingsley’s central limit theorem for
martingales with stationary differences, we infer that the conclusion of Theorem 5.1
remains true if E(f(X1)|Mp) = P(f) (in that case, the sum in (5.1) reduces to the
conditional variance term). Note also that, if 8. 2(n) tends to zero as m tends to
infinity, then o(Xy, Xy) is independent of X ~(Z) and consequently I'z(f) is constant.
The above facts together with the results of Section 4 yield:
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Theorem 5.2. Let X = (X;)icz be a stationary sequence with marginal distribution P
and F be a class of functions of L2(P). Consider the following assumptions:

1
1. E(f(X1)|Mo) = P(f) for any f in F, and/ VH(F, u,do)du < oco.
0

1
2. B(k) < oo and/ VH(F, u, ||.||2.8)du < 0.
0

k>0

1
3. Y koo 2(k) < o0 and/ VH(F, u, ||.]J4)du < cc.

k>0 0

1
4. Poo2(k) = O(k=°) for some b in]1,2], and/ \/H(.’F,u, l-ll26/(b—1))du < oo,
0

1
5. ¢soa(k) < oo and/ VH(F, u, ||.][oe)du < 0.

k>0 0

If either 2., 3. or 4. holds, then the (*°(F)-valued variable Z, converges weakly to a
zero-mean tight Gaussian process with covariance function

F(f7 g) = Z COV(f(XO)a g(ch)) :

keZ

If either 1. or 5. holds then the £°°(F)-valued variable Z,, converges weakly to a tight
random variable whose conditional distribution with respect to X ~*(Z) is that of a zero-
mean tight Gaussian process with covariance function

Lz(f.g) = ) Cov(f(Xo),9(Xy)| X 1(T)).

keZ

6 Chaining

The chaining procedure we borrow here is an extension of Ossiander’s method due to
Doukhan, Massart and Rio [11].

Our purpose is to prove the stochastic equicontinuity of the empirical process over
a class of functions F equipped with the norm ||.|| and fulfilling the entropy condition
(3.2). More precisely, we shall prove that

=0 n—+oo If—gli<o

lim lim sup E ( sup | Zn(f) — Zn(g)|> =0. (6.1)

Set 77 :={f —g, f,g€ Fand |f—g| <o}, and consider the familly of bounded
functions F7(M) := {(f — 9)lar<m, [f,g € F and | f —g|| < o}. Clearly, for each
positive M,

E ( sup IZn(f)> <E ( sup IZn(f)|> + 4Vl Flaps - (6.2)

fere feFo (M)

Let N(o) = exp(H(F7,0,|.||)) and take
M =M, = M(n,(1+ ajaz)o,N(0)). (6.3)
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From (6.2) and Condition 4 of Theorem 3.3 we infer that

n— oo feFe n— oo fE.F"(Mn)

limsupE<Sup |Zn(f)|> < 11msup]E< sup Zn(f)|> ;

so that (6.1) holds as soon as

lim limsup E ( sup |Zn(f)|> =0. (6.4)
=0 nooo fEF(My)
Note that if f belongs to F°(M,,) then ||f|| < o and 2| f|lcc < M,. Note also that
H(F° (My,),z) < H(F7,x) < 2H(F,x/2). From these two elementary remarks, we infer
that (6.4) will follow from Proposition 6.2 below.

Before stating this proposition, we introduce as in [11] an appropriate upper bound
H for the entropy H :

Lemma 6.1. For any class of functions F, there exists a nonincreasing upper bound
H of H(F,.,||.||) such that x — z*H (x) is nondecreasing and, for any ¢ in [0, 1],

1) 4
wwyiéNAVH@MUS4A\thmnmmmu

See [11] for a proof.

Proposition 6.2. Let my, mao, M and R be four functions satisfying Conditions 1, 2
and 8 of Theorem 8.3. Let F be any class of functions of L satisfying (3.2). Define
N(o) = exp(H(F, 0, |.|) and M,, = M(n,(1+ ara2)o,N(0)). Assume that any function
I of F satisfy the inequalities 2||f |0 < M, and ||f|| < o. Then there exists a constant
K not depending on (n,o), such that

E <sup |Zn(f)> < Ky(o) 4+ 2R(n, (1 + ara2)o,N(0)) .
feF

Proof. We start with some preliminary notations.

Definitions 6.3. Let 5o = o and 6, = 27%8y. For each k, we choose a covering of F
by brackets B; = [gjk, hjx] for 1 < j < Jx, with ||hjr — g; k|l < 0k and Jp < N(0).
Since 2| f| < M, for all f € F, we may assume that |h;, — gj k| < My,. In each bracket
Bj i, fix a point f; belonging to F. Let mif = fy, 51 where ¥y is a mapping from F
to [1, Ji] defined by ¥rf := min{j € [1,Ji] : f € Bji}. Set Apf = hy .k — Gyrfik-
Clearly

|f =i fl < Axf and  [|Agf]] < 6k (6.5)

Finally define H(0) = 35 -5 H (), N(6) := [exp(H(6))], and N (0x) := [exp(H (dx))]-
Definitions 6.4. Set 2a = 3(1 + a1a2). Define the nonincreasing sequences (b;) and

(gj) and the sequence (m;) by

b
be = m1(n, adp, N(611)), %ZMMWM%myrwzi. (6.6)

For any f € F, definev :=v(f) := NAmin{j >0, A,f>m;}, where N is defined by

N::min{kao :(5k§¢\5%)}\/1.
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Without loss of generality, suppose that H(F,o,|.||) > 1 (note that the same is nec-
essarily true for H(o) and H(o)). We now list all the inequalities which are useful to
prove Proposition 6.2.

Facts 6.5.
If |g|<h then [Z.(9)] < Zu(h)+2vnlh: (6.7)
For all k € N, H(0p41) < 17TH(d) (6.8)
There exist positive constants K7, ..., K5 such that, for any integer 1 <k < N —1, we
have
k—1
E <?l€1_l; Zy, (AklflAkf>b’f1;1 g 1Aif<mi> D < K10/ H(0%) (6.9)
k-1
E (;gg Zn (Akflmk@kfsbigl H) 1A7zf§m7:> |> < K365,/ H(0k) (6.10)
k—1
E (}Scug Zn ((m(f) — -1 ()L, ot II 1Aif§mi> ‘) < K3op/H(0k)  (6.11)
€ T =0
N-1
E <sup Zn <AN1f H 1A7’,f<mi> ’) S K45N H(5N) (612)
fer i=0
FOl” 0 S k S N — 1, \/ﬁHAk)f]‘Akf>mkH1 S K55k H((Sk) (613)

Proof of Facts 6.5. Inequality (6.7) is straightforward, and (6.8) follows directly from
Lemma 6.1.

We first prove (6.9). Clearly the supremum in (6.9) reduces to a maximum over a
finite set of functions with cardinality less than N(d;). Moreover if g is any function
belonging to this set, we have ||g — P(g)|| < (1 + a1a2)dk—1 < adi—1 and

mi(n, ady—1,N(d%))
ma(n,N(dy)) '

and (6.9) follows from Condition 1 of Theorem 3.3.

We now prove (6.10). As for the proof of (6.9), the supremum in (6.10) reduces to a
maximum over a finite set of functions with cardinality less than N(dx) < N(dg41). If
g is any function belonging to this set, we have ||g — P(¢)|| < (14 a1a2)d; < adj—1 and

bkfl ml(n7a6k715N(6k))
— P(g)]|oo < <
Hg (g)H gk mz(ﬂ’N(5k+1))

lg — P(9)lloc < mp—1 <

Condition 1 of Theorem 3.3 yields then

k-1
E (]Sclel‘}; Zn (Akflmk<Akf§ bl;;l g 1Alfémz>

The last inequality, together with (6.8) yields (6.10).

To prove (6.11), note that the supremum in (6.11) reduces to a maximum over a
finite set of functions with cardinality less than N(dx) < N(dx4+1). If g is any function
belonging to this set, we have ||g — P(g)|| < (1 + a1a2)(0r + dx—1) = adx—1 and
4bp—1  mi(n, adp_1,N(x))

Ok ma(n, N(0x+1))

H(dx)

) < aCidk-1 ( H(0k41) + H<5k+l)>

lg—P(9)lle <
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and we conclude as for (6.10).

To prove (6.12), note that the supremum in (6.12) reduces to a maximum over a
finite set of functions with cardinality less than N(dy_1) < N(dn). If g is any function
belonging to this set, we have [|g — P(g)|| < (1 + a1a2)dn—1 < ady—; and

mi(n,adn_1,N(dn))
mg(n, N(5N)) 7

lg = P(g)]loc < mn-1 <
and we conclude as in (6.9).
To prove (6.13) note that ||Agf|| < dr < adg. Since

my(n, ady, N(0g+1))
4m2(n,N(6k+1)) ’

(6.13) follows from (6.8) and Condition 2 of Theorem 3.3. This completes the proof of
Facts 6.5.

mr —

Chaining.
Arguing as in Doukhan, Massart and Rio [11] we have the decomposition
E (sup|Zn(f)|> SEI +]E2 +E3 +E4+E5+E6, (614)
feF

where

E, =E ( sup Zn(ﬂof)|>
f

=

[\V]

ﬁ
7N 7N
x \;

SUP 1 Zn(f — 7Tof)lu(f)_o|>

N-1

= 3B (s ety
N—1

Ey = I[‘3<SUP|Z (f _ka)lv(f)_klAkf<"k1|>
k=1 ST

=K (Sup | Zn(f — 7TN—1f)1y(f)—N|>
N—
Z E (sup
k=

T \feF

<( k() — Wk—l(f>)1Akfsb’;k11”(f)>k|> D

Control of E;. When f runs over the set F, myf runs over a finite class of functions
with cardinality less than N(o). Moreover, we have the bounds ||7o f — P(70 f)||co < My
and ||mof — P(mof)|| < (14 ajaz)o. Hence according to Condition 3 of Theorem 3.3,
we have

E: < Cs3(1 4 ara2)o/H(o) + R(n, (1 + a1a2)0,N(0)) . (6.15)
Control of E;. We deduce from {v(f) =0} = {A¢ > mo}, (6.5) and (6.7) that

E, <E (Sup |Zn (A0f1A0f>mo)|> + 2\/ﬁ sup ||A0f1Aof>moH1 . (616)
fer feF
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Using inequality (6.13), the second term in the right hand side is bounded by
\/E]Scug||A0f1A°f>m°H1 S K5(50 H((So) (617)
€

Note that
||A0f1A0f>m0 —E (A0f1A0f>m0)|| < (1 + ala2)U using (65)a and

HAOf]-Aof>m0 —-E (AOf1A0f>mg)||oo S Mn .

To control the first term of Inequality (6.16), note that the supremum reduces to a
maximum over a finite set of functions with cardinality less than N(o). Hence according
to Condition 3 of Theorem 3.3, we get

E (sup |Zn <A0f1A04f>m0>|> < Cg 1+a1a2 o H +R 1+a1a2)a N( )) (618)
feF

Collecting Inequalities (6.16), (6.17), (6.18) we deduce

E, < Cép/H (50 + R 1 + alag) N(O’)) (619)
Control of E;. We deduce from (6.5), (6.7) that

N—
3 < E (suplz (Ap—1(NLup=nly,, f>”'~'1|>
qk

fex
+ ];1 2\/71?1612‘ e N 1 (6.20)
In order to control the first term on right hand in (6.20), note that
{v(f) =k} = {mp < Af, Aif <my, i=0...k—1},
Hence Inequality (6.9) yields
N—1 N-1
Zl <;161;;|Z (Ar—1(HLup=il, o b |> <K, kzl 6rV/H(51). (6.21)

On the other hand, since

1y(f):k1Akf>b;Z;1 < 1Akf Im;l <b2: < 1Akf>Ak,1f1Akf>%a

we deduce, using Inequality (6.13)

< Vnsup

1 feF

V/n sup HAkl(f)]-u(f)_klAkf>b1;k1 ’Ak(f)lAkbe/;

feF

< K50, /H(0p) .
1
This last bound together with (6.21) and (6.20) yields

Es < (Kl + 2K5) Ok H((Sk) . (6.22)
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Control of E;. We deduce from (6.5) and (6.7) that
N-1
< —_
E, < ; E (?gg|Zn(Ak(f)1u(f)—k1Akf<blZ;1|>
N—1
+ ) 2vn sup HA,C(f)ly(f)_k1Akf§b,;1 (6.23)
k=1 koL
In order to control the first term on right hand in (6.23), note that
{l/(f) :k}:{mk <Akf, Aifgmi, iZO...,k—l}.
Hence Inequality (6.10) yields
N-1 N-1
> B | sup | Zu(Ak(f)Lu(p)=rl jemal | S > 5k V/H(S) - (6.24)
k=1 \f€F M= k=1
On the other hand since,
1”(f)=’“1Akfsbt;—;l = 1Akf>§—';
we deduce, using inequality (6.13),
\/ﬁsupHAk(f)lV(f)_klAkabk—l < \/ﬁsup‘Ak(f)lAkf>bk §K55k\/H(6k)'
fer . |1 fer %k |1
This last bound together with (6.24) and (6.23) yield
N—1
By < (K +2K5) Y 0k /H(5) . (6.25)
k=1
Control of E;. We deduce from (6.5), (6.7) that
Es <E (Sup |Zn(AN1(f)1v(f)_N|> +2v/nsup [An-1(f)ll; - (6.26)
fer fer
Since Hi]igl 1a,f<m; = Ly(5)=n, we infer from Inequality (6.12) that
E (JSCUE |Zn(AN1(f)1y(f)_N|> S K4(5N\/ H(5N) . (627)
€

Now

vnsup [[Ax_1(f)ll; < arvnsup [Ay_1(f)|| £ arv/ndn-1 < 2a19(0),
feF feF

the last inequality following from the definition of N (cf. Definitions 6.4). This last

bound together with (6.27) and (6.26) yields

E5 < K4($N\/H((5N) + 4(11’1/)(0’) .

(6.28)
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Control of Eg. We deduce from

Ly petma luinzr = 1Akab’f,—;1 I 1ar2m

k i=0
and from inequality (6.11) that

N-1

Eo < K3 Y 0k/H(6k) (6.29)

k=1

End of the proof of Proposition 6.2.
Collecting Inequalities (6.14), (6.15), (6.19), (6.22), (6.25), (6.28) and (6.29), we obtain

N
E (Su};): |Zn(f)|> < K{l/}(O') + Z(Sk\/H((;k)} + 2R(n, (1 + a1a2)0,N(0)), (6.30)
k=1

fe

for a positive constant K. From the definition of H, we get

iak\/ﬂ(ak) < Zék(Z\/H(éj))
k=1 k>0 J<k
< 2) 65\/H(S) < 4/0 VH(u)du = 44(0),
§>0 0

which together with Inequality (6.30) completes the proof of Proposition 6.2

7 Appendix

As in [11] define the functions

B(t) = /Otﬁ_l(u)du and  dp(e) = sup Qr(t)\/B(t).

t<e
The following Lemmas and their proofs are due to Doukhan, Massart and Rio [11].

Lemma 7.1. Let h be any nonnegative function in LY(P). Then, for any € in ]0,1],
the following inequality holds

2¢e0p,(€)
WMo, ol < . 7.1
1AL h>Qu (ol B (7.1)
In particular if 6,(1) < & and ar/ef~1(e) > 6, then
€
1 <204/ 5——~- 2
||h h>a||1 — 5 671(6) (7 )
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Proof. Recall that for any function f in LY(P), ||f|li = fo Q¢(u)du. The quantile

function of hlps, being equal to Qp(u) 1U<Qh (a)) W€ obtain

Qh (Qh 6))
0ol = | vie< [ Qult)
0

Bearing in mind the definition of d;,(¢) and using the concavity of B, we infer that

C_dt e [°dt
||h1h>Qh(6)H1§6h(€)/0 \/WSMG)\/;/O 2.

proving (7.1). Sinces 37! is nonincreasing, ¢3~!(¢) < B(e) and both the condition on
a and the definition of d5(€) imply that a < Qp(e). This yields (7.2) and the proof of
Lemma 7.1 is complete.

Next, we use Lemma 7.1 to prove the assertions of Section 4.3.
Lemma 7.2. The function m defined in Section 4.3 by

86 n

7 08 = e )\ HR)

satisfies Condition 2 of Theorem 3.3.

Proof. Apply Lemma 7.1 with

4da =m(n,6,k) and e= @ max(1,q(H(k)/n) —1).

By definition of ¢(.), we obtain € < 3(q(H (k)/n)) and therefore
B7(e) = q(H(k)/n) = max(1,q(H (k)/n) — 1),

which implies that m(n, d, k)/€871(e) > 49. Now, take g in L4 g(P) such that ||g||2 g <
0. Since 64(1) < ||gll2,3 < 9, inequality (7.2) holds yielding

[ € [ H (k)
||914g>m(n,6,k)||1 <29 ﬁT(e) <29 n

and Condition 2 of Theorem 3.3 holds with Cy = 2.

Lemma 7.3. Let F' be any nonnegative function in Lo g(P). Let €(n, k) be the unique
solution of the equation nax® = B(x)H (k). Then the function M(n,k) = 4Qr(e(n,k))
satisfies Conditions 3 and 4 of Theorem 3.3.

Proof. Let G be a finite of centered functions of Lo g(P) with cardinality |G| < k, whose
elements satisty ||g]| < ¢ and ||g]|cc < 4Qr(€). According to (4.11), we have

£ (max|Z,(0)) < D(sv/AW + LU 4 4vmorienta).

Choose g = 37(¢). Since €57 1(e) < B(e), we have ¢H (k) < ne, which leads to

E <magx |Z,L(g)|) < 4D(5\/%+ wﬁeQF(e)) .

ge
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To prove that Condition 3 holds, it remains to see that /neQr(¢) tends to zero as n
tends to infinity. Bearing in mind that Qr(€)/B(e) < dr(¢), we infer that

Vnedp(e) _
VB —

Since dr(€) tends to zero as n tends to infinity, we infer that Condition 3 is satisfied.
It remains to check Condition 4. By inequality (7.1) of Lemma 7.1, we have

2
\/{EHF]‘F>QF(€)||1 < M < 25F(6) H(k),

V' B(e)

and we conclude as above. The proof of Lemma 7.3 is complete.

VreQr(e) < 5p(e)VHE).
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