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There are two problems in the paper “An empirical central limit theorem for intermittent
maps” published in Probability Theory and Related Fields (2010) 148:177-195.

First, the definition of the coefficient (33(n) is in fact too restrictive. Secondly, there is a
wrong argument in the proof of the main result, Theorem 2.1.

In this erratum, we give the correct definition of the coefficient fF3(n), as it was introduced
in Dedecker and Prieur (2007), and we explain how to fix the proof of Theorem 2.1.

The first paragraph is devoted to the definition of the coefficients. In the second paragraph,
we give a slightly more general Rosenthal-type inequality than that given in Proposition 3.1,
which will be used to fix the proof of Theorem 2.1. In the third paragraph, we explain the
changes in the proof of Theorem 2.1.

1. Definition of the coefficients. Keeping the same notations as in Definition 2.1 page 180,
the term by(M,, k) should be

ba(My,0,5) = sup |Poxexpimn (£ @ £9) = Pix ey (F @ fO)].
s,t)e

and the correct definition of (k) should be
Balk) = max {31 (k), sup B((bo(Mo,7,))) }
i>j>k
which is exactly the definition given by Dedecker and Prieur (2007).

2. The Rosenthal inequality. The inequality given in Proposition 3.1 is correct, but we shall
use a slightly more general version. We use the convention Zf: ;a; =01t j >k, and we use the
notation (k)y = klg=o.

Here is the new version of Proposition 3.1 (note that the previous version can be obtained

by taking d; = dy = -+ = d,, = 0 in this new version).

Proposition 3.1 Let X1, ..., X, be n real-valued random variables in ILP for some p € [2, 3], with
zero expectation, and let dy,...,d, ben real numbers. Let S, = X1+ ---+ X,,. For1 <1 <n,
let F; = o0(Xq,...,X;). For any 1 < N <n, the following inequality holds
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Now, the remark 3.1 following Proposition 3.1 should be written as follows (note that the
indices in the definition of the term J, of the previous version of Remark 3.1 were wrong, and

have been replaced by the correct indices).

Remark 3.1 Assume that the X;’s of Proposition 3.1 are taken from a stationary sequence (X;);cz,

and let M; = (X, k <1i). Let also d; = dy = -+ = d,, = d in Proposition 3.1. One has y; < 7,
0i1 < 01, 0;2 < 02 and ;3 < d3, with
1 N-1 n—1
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The proof of this new Proposition 3.1 is almost identical to the proof of the previous version.
The only changes concern the terms E(I;) and E(K>). Recall that I} = (X2 —E(X?2))|S,_1|P72,
and let Dy, = dy + dy + - - + dj. Since E((X? — E(X?))|D,,_1|P~?) = 0, we have

E() = (X5 — E(X2)(|Sn-1[""* = [ Du-r[P72)).

Let Zy; = D; + S.F (X, — d;), with the convention Zy; = D;. Then

n—1

E(L) = B( 3 (X2~ E(XD)(1Zen a2 = |Zic1nal ).

k=1



Taking the conditional expectation with respect to Fy and using that ||z[P~2—|y[P72?| < |x—y|P~2,

we obtain that
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|E(L)] < IE(X? — E(X2)|Fi)| Xy — di[P |1 (0.1)
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This inequality (0.1) must be used instead of the inequality (3.2) of the previous proof.
In the same way,

(2k—n)+

E(K2) = ( Z Z (X Xk — E(XnX0) (1 Zi 2k P72 = |Zi—1,(2k—n)+‘p72>)-

k=n—N+1 1i=1

Taking the conditional expectation with respect to F; and using that ||z|P~2 — |y|P72| < |z —y|P~2,
we obtain that
n—1 (2k—n)y
E() < -1 Y Y IEXXe —E(X.X)|F)X — dif” 1 (0.2)
k=n—N+1 i=1
This inequality (0.2) must be used instead of the inequality (3.5) of the previous proof.
Once we have replaced (3.2) by (0.1) and (3.5) by (0.2), the proof of the new version of

Proposition 3.1 is exactly the same as the proof of the old version of Proposition 3.1.

3. Correction of the proof of Theorem 2.1. We use the same notations as in the previous
proof. Everything is exactly identical up to Inequality (2.14) of the previous proof. After (2.14),
we proceed as follows.

We now control the term E(|Z,(](i — 1)27F,i27E])[P) with the help of the new proposition
3.1. Let Tj = 1(;_1)2-L<y,<io-2 and TZEZ) =T, — E(T;x). We apply the new remark 3.1 to the
stationary sequence (Ti(z))k:eza by taking d = —E(7; ;) (hence |Ti(78) —d| = |T;0|). We obtain that

E(|Z.()(i—1)27",i27 ])J7) = np/2 E(| Zﬂk] ) < (@ 4n® P2 (T p4 i +ateis) )
where, for any 1 < N < n,
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The term a; is the same as in the previous version, and can be handled in the same way. Hence,
the inequalities (2.15) and (2.16) of the previous version hold true. After (2.16), we proceed as
follows (using the correct definition of by(M;, 1, ), as recalled in Paragraph 1 of this erratum,
for the control of the term ¢; ).

For the term ¢; ;, since ]Ti(’g)\p_Q <1 and Zfil ]Tz(z)\ < 2, one gets
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For the term ¢; o, since |T; P> =T, and ) ;_, T; o = 1, one gets
2L N-1 n
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For the term ¢; 3, note first that (ﬂfz))z—E((Ti(,z))z) = (1—2E(7},k))Ti€2). Since |1—2E(T; ;)| <
1, it follows that

B(T)? — E(TH)?)|Mo)| < BT [Mo)| < 261 (Mo, k).

Hence, since |T;o|P~2 = T} and ZZ 1 Tio =1, one gets
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Note that the last bounds on the right hand side of (0.3), (0.4) and (0.5) are exactly the
same as the upper bounds (2.17), (2.18) and (2.19) of the previous version, and so the proof of

Theorem 2.1 can be completed as previously.
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